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Prerequisites Students should feel comfortable using computers. A rudimentary knowledge
of programming language concepts and electrical fundamentals (8.02) is
assumed. Each student must have an Athena account to access the software
used to complete the lab assignments.

Lectures TR 1-21in32-123
}Slecti.tation # Time Room Instructor
echions 1 WF 10 26-322 Brad
2 WF 11 26-322 Brad
3 WF 11 34-303 Silvina
4 WF 12 34-303 Silvina
5 WF 12 34-304 Li-Shiuan
6 WF1 34-304 Li-Shiuan
7 WF1 34-303 Chris
8 WF2 34-303 Chris
9 WF2 36-155 David
10 WF3 36-155 David
(Final assignments will be made after the first lecture)
Section assignments are made by the registrar; please plan to attend your
assigned section.
If extraordinary circumstances make it impossible to attend the section you
have been assigned, you may request a section reassignment by emailing
6004-headta@csail.mit.edu a request to be reassigned to a new recitation
time.
St : = ST B
Duties & Name | (@mit.edu) Qfﬁce Phone
Lectures 'Steve Ward [ward 32-G786 [x3-6036
Head TA ’Eben Kunz |ekunz@mit.edu -]-— |--
ig;lm Cree Bruins cbruins@csail.mit.edu [32-G784A [x3-2629
Chris Terman  [cjt | [32-G790 |--x3-6038
|Li-Shiuan Peh _Ipeh 'I—- --
Recitations e mong silvina if~= -
Wachman
’David Crowell |dcrowell . '—— I--
|Brad Gaffney  |bgaffiey [
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‘Becky Bianco renminbi - s
LAS ..... E

|Daniel Gray ~|haiiro = a

The Head TA is in charge of most 6.004 operational issues, including section
assignments. You can email the 6.004 Head TA at 6004-headta@csail.mit.edu.

There is no required text for the course this semester. Readings for some of
the course material will be available on-line.

On-line versions of the handouts (in PDF format) can be found at this
website.

There are no weekly graded problem sets. Instead there are on-line tutorial
problems with answers you can use to test your understanding of the material.
The WF recitations give you a chance to work on these problems with the
help of the course staff and to ask any questions that you may have.

The assignments are intended to help you understand the material and should
be done individually. You are welcome to get help from others but the work
you hand in must be your own. Copying another person's work or allowing
your work to be copied by others is a serious academic offense and will be
treated as such. We do spot-check submissions to the on-line checkoff system
for infractions of the collaboration policy. So please don't tempt fate by
submitting someone else's work as your own; it will save us all a lot of grief.

There are eight lab assignments due at various times during the term and an
optional design project at the end of the term. Completing each part of a lab
earns points that count toward your final grade. Points are determined during
a short interview about each with a member of the course staff. Note that you
can submit your work for a lab more than once, for example, as you complete
each part. After completing the work on some of the labs, you'll be presented
with some on-line lab questions to answer (these are different than the tutorial
questions mentioned above). And you'll need to schedule a short lab checkoff
meeting for each lab with a member of the course staff. This meeting can
happen after the lab's due date but to receive full credit it must be completed
within one week of the due date.

You must have a non-zero score for each required lab and all on-line lab
questions must be checked-off as a prerequisite for passing the course. A
missing required lab (i.e., a lab with a score of 0) will result in a failing
grade; incompletes will not be given for unfinished laboratory work.

The lab gets crowded just before an assignment is due so plan accordingly.
The lab will be staffed by the course staff during the late afternoon and
evening M through R, and during the afternoon on F.

The 6.004 lab is located in 32-083 and is open 24 hours a day, 7 days a week.
An access code is required for entry; it will be given out during lecture. The
lab offers Linux-Athena workstations that can be used to complete the
homework assignments. It is also possible to complete the assignments using
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your own computer: the lab software is written in Java and runs in Sun's Java
2 Standard Edition (J2SE) environment (see Courseware for details). The lab
serves as a meeting room for 6.004 students and staff; staff members keep
their office hours in the lab, whose schedule is posted elsewhere on the 6.004
web site.

Late policy for labs: The on-line system will give you 50% of any points
earned for submissions after the due date. So if your first submittal is late, you
get 50% of the points. But if you submitted on-time for 15 points, and then
late for 25 points, you'll get 20 points total for the lab. Note that points
reported by JSim/BSim at check-in are for on-time submittals; you can check
your on-line status page to see how many points count toward your total. This
will be reported as "0" until you complete your checkoff meeting.

Late policy for checkoffs: The on-line system will allow only 50% of any
points earned by your lab (including any late penalties you incurred) if you
don't complete your checkoff before the checkoff deadline. So if you miss
both the lab deadline and the checkoff deadline, you'll only get 25% of the
total points.

There are 4 fifty-minute, closed-book quizzes. The questions will be similar
(perhaps identical!) to the tutorial problems and will ask you to provide short,
written answers and/or explanations. The quizzes are scheduled roughly every
three weeks during recitation:

Quiz | Date given | Deadline for grade corrections

Quiz 1 | Fri, 9/23 Wed, 10/5

Quiz2 | Fri, 10/14 | Wed, 10/26

Quiz3 | Fri, 11/4 Wed, 11/16

Quiz4 | Fri, 1272 | Wed, 12/14

To ensure everyone has a seat, please attend your assigned section on quiz
days. If exceptional circumstances make it impossible to take a quiz at your
assigned time, please contact your recitation instructor before the quiz to see
if other arrangements can be made. Requests for make-ups after the quiz has
been given are unlikely to be successful.

There is no final exam.

The final grade is determined by performance on the quizzes (30 points/quiz,
120 points total), the labs and the design project (90 points total). In addition,
you must have a non-zero score for each of the required labs and all the
on-line lab questions must be checked off as a prerequisite for passing the
course. A missing required lab will result in a failing grade; incompletes will
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not be given for unfinished laboratory work.

Once your combined score has been computed as explained above, here's

how grades will be assigned:

Gra(ie Requirement
A 175 <total points
B 155 <total points < 175
c 135 <total points < 155
D 115 <total points < 135
F total points < 115, missing required lab
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6.004 at a glance: Fall 2011

Tue [ Wed " | Thu Fri
L1 Sep 08 | R1 Sep 09
Registration Day NO CLASS Course overiew & mechanics. Basics of
information.
L2 Sep 13 | R2 Sep 14 | L3 Sep 15 | R3 Sep 16
Digital abstraction, combinational logic, CMOS technology; gate design; timing
voltage-based encoding.
L4 Sep 20 L5 Sep22 | R4 Sep 23
Canonical forms; synthesis, simplification Holiday Sequential logic. QUIZ 1
Lab 1 (CMOS) due
L6 Sep 27 | RS Sep28 | L7 Sep 29 | R6 Sep 30
Storage elements, finite state machines. Synchronization, metastability.
Lab 2 (Adder) due
L8 Oct 04 | R7 Oct 05 | L9 Oct 06 | R8 Oct 07
Pipelining; throughput and latency. Case study: multipliers.
Lab 3 (ALU) due
R9 Oct 12 | L10 Oct 13 | R10 Oct 14
Columbus Dﬂ}’ Models of com 1
putation, programmable
architectures. sz 2
Li1 Oct 18 | RI11 Oct 19 | L12 Oct 20 | R12 QOct 21
Beta instruction set architecture, compilation. Machine language programming issues.
Lab 4 (TM) due
L13 Oct 25 | R13 Oct 26 | L14 Oct27 | R14 Oct 28
Stacks and procedures. Beta implementation.
Lab 5 (Assy Lang) due
L15 Nov 01 | R15 Nov 02 | L16 Nov 03 | R16 Nov 04
Multilevel memories; locality, performance, Cache design issues
e et | 4 | QuIZ 3
L17 Nov 08 | R17 Nov 09 | L18 Nov 10
Virtual memory: mapping, protection, contexts Virtual machines: llmcshann‘g, OS kernels, Noteran's Day
supervisor calls
Lab 6 (Beta) due
L19 Nov 15 | R18 Nov 16 | L20 Nov 17 | R19 Nov 18
Devices and interrupt handlers, preemptive Communication issues: busses, networks,
interrupts, real-time issues protocols
Lab 7 (Trap Handler) due
L21 Nov 22 | R20 Nov 23
Communicating processes: semaphores, Thanksgiving
synchronization, atomicity, deadlock
L22 Nov 29 | R21 Nov 30 | L23 Dec 01 | R22 Dec 02
Pipelined Beta implementation, bypassing Pipeline issues: delay slots, annuiment,
exceplions
Lab 8 (Tiny OS) due
L24 Dec 06 | R23 Dec 07 | L25 Dec 08 | R24 Dec 09
Parallel processing, shared memory, cache Wrapup Lecture! T
coherence, consistency criteria QDIZ 4
No recitation
No lect inals - 6. 3 !
ure PROJECT due Finals - 6.004 is over

generated by glancegen py 8/30/2011 SAW
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Welcome to 6.004!

A

| thought this
course was called
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Handouts: Lecture Slides, Calendar
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LO1 - Basics of information 1

Course Mechanics

Unlike other big courses, you' Il have
NO evening quizzes

NO final exam

NO weekly graded problem sets

Instead, you' Il face

Repository of tutorial problems
(with answers)

FivBquizzes, based on these problems
(in Friday sections)

/ Q)(ffti C/EJ;f

EIGHT labs + on-line lab questions + Design Contest
(alllabs and olgqs must be completed to pass!)

ALGORITHMIC assignment of your grade!
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©.004: Course Clickables

fie Bt Vew  Fees  Tady  Heb

= hitp:/ /6004 csail.mit.edu/
saven 1)
Conpettition

tractures
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-~ Announcements, corrections, ete.

~ On-line copies of all handouts

Tutorial problems for each lecture

T Current status, access to assignments

T Course information, staff, policies, ete.

Where
e to find

32G-083

- machines

and help:

Combination Lock:

7755331

9811 LO1 - Basi
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How do you build systems with >1G components?

Personal Computer:
Hardware & Software

C|rcult Board
=1-8/system

1-2G devices

e~

Integrated Circuit:
=6-16/PCB Module:

.25M-1G devices =6-64/IC
1M-1M devices

MOSFET c,“yviﬁm,@’: A
e e 8
- .
o,:c w e g8
ain Wi-w we
Scheme for mym Cell:
representing _ =1K-10K /Module
information Gate: 16-64 devices
l =2-16/Cell
& devices
Ahdlo ‘}to\r\ )
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What do we see?

Structure
- hierarchical design:

- limited complexity at each level

- reusable building blocks

Wait! I think
Iseeabugi
. the DIVlogic,
{7

Got that
one off

+ Interfaces

- Key elements of system engineering; typically &
outlive the technologies they interface
\__________‘

- lsolate technologies, allow evolution

- Major abstraction mechanism

- What makes a good system design?

- “Bang for the buck”: minimal mechanism, maximal function

mbvﬁ'"&ﬁ I'-\ f%’
Unr“,

LO1 - Basics of Information

- reliable in a wide range of environments

——

- accommodates future technical improvements

6004 -Fal 2011 /8/11

5

Our plan of attack...

¢ Understand how things work, bottom-up
¢ Encapsulate our understanding
using appropriate abstractions
¢ Study organizational principles:
abstractions, interfaces, AFls.

2.

AL
6004

U\ e\

+ Roll up our sleeves and design at
each level of hierarchy

+ Learn engineering tricks

- history

- systematic approaches

- algorithms
- diagnose, fix, and avoid bugs
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hittp:/fwww. chick netMlzardsM'h\-rlvylnd html

First up: INFOR N T
g =

If we want to design devices to =
manipulate, communicate and
store information then we need
to quantify information so we
can get a handle on the

engineering issues. Goal:

good implementations

AV

‘Easy-to-use

PO PEoEEB 000
F e riitascty
R o Y

‘Low-level physical § ga o S
v : s
representatlons [ »0 ””“.Y,:”

‘Efficient .
‘Reliable - High-level symbols and | ==22--ii 22 B
‘Secure sequences of symbols
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What is “Information”? fomaliad ¢

“Really, NO FINAL!"
information, n. Knowledge
communicated or received
concerning a particular fact or
circumstance.

Pats WON their 18 game

Tell me something new...

/

a

... thenlost
the 19",

e ‘ Information resolves uncertainty.
Information is simply that which

cannot be predicted.

The less predictable a message is, the more
information it conveys!
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Quantifying Information
(Claude Shannon, 194:8)

Suppose you're faced with N equally probable choices, and |
give you a fact that narrows it down to M choices. Then

I've given you
Information is measured in bits
(binary digits) = number of 0/1 's
required to encode choice(s)

fs \f

Examples:

log,(N/M) bits of information

¢ information in one coin flip: log,(2/1) = 1 bit

* roll of 2 dice: log,(36/1) = 5.2 bits
¢ outcome of a Red Sox game: 1 bit
(well, actually, are both outcomes equally probable?)

((;I,Jlml -*3“[/ nu‘ h {(mv W[t M/ um)
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Encoding
——
* Encoding describes the process of
assigning representations to information

¢ Choosing an appropriate and efficient encoding is a
real engineering challenge

¢ Impacts design at many levels
- Mechanism (devices, # of components used)
- Efficiency (bits used)
- Reliability (noise)
- Security (encryption)

Next lecture: encodinga bit.
What about longer messages?

L
6004 -Fal 2011 ’}'da"( 811 LO1 - Basica of Information 10

n?{é WHM{, gases foo
Fixed-length encodings

If all choices are equal!y likely (or we have no reason to expect
otherwise), then a Fixed-l -length code is often used. Such a code will
use at least enough bits to represent the information content.

ex. Decimal digits 10 ={0,1,2,3,4,5,6,7,8,9}
4-bit BCD (binary coded decimal)

log, (10) = 3.322 < 4bits

ex. ~&6 English characters =
{A-Z (26), a-z (26), 0-9 (10), punctuation (11), math (9), financial (4)}
7-bit ASCI| (American Standard Code for Information Interchange)

1092(86)= 6.426 <7bits

6.004 -Fali 2011 /811 LO1 - Basics of Information 11

Encoding numbers

It is straightforward to encode positive integers as a sequence of bits.
Each bit is assigned a weight. Ordered from right to left, these weights
are increasing powers of 2. The value of an n-bit number encoded in this
fashionis given by the following formula:

191eaf b o7 585894 5% 2

2
¥ = E 2'b ml1|1|1|1lo|1|o!o|o|o| = 2000,

odw; e TR 0 e il

Oftentimes we will find it !
03720 Ox7d0 (:
convenient to cluster L = r{,{lﬂ

groups of bits together Octal-base & Hexadecimall- base 16
- for amore compact 000 - 0000 -0 1000 -
notation. Two popular Fln 001 - 0001-1 1001 -

0 5

1 1 9

groupings are clusters of 010-2 0010-2 1010-a
3 bits and 4 bits. 011-3 0011-3 1011-b

100- 4 0100-4 1100-¢

101-5 0101-5 1101 -4

110-6 0110-6 1110-e

111-7 0111-7 1111-f
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How

6004 -Fal

b apeedt © %
Signed integers: 2’s complement

[ N bits
pNAfoNz| sre | vee | eee | 53 | 52 | 91 | 90
/ Range: - 2% tp 2N1 -1

“sign bit” “decimal” point
8-bit2's complement example:

11010110=-27+20+2%+22+27=-128+64+16+4+2=-42

If we use a two’ s complement representation for signed integers, the same
binary addltlon mod 2" procedure will work for adding positive and negative
numbers (don’ t need separate subtraction rules). The same procedure will
also handle unsigned numbers!

Y moving the implicit location of “decimal” point, we can represent fractions
too: - We—

1101.0110=-2%+224+2042242%=-84+4+1+0.25+0.125=-2.625

2011 181 LO1 - Basics of Information 13

When choices aren't equally probable
—e
When the choices have different probabilities (p;), you get more
information when learning of a unlikely choice than when learning
of a likely choice

Information from choice, = log,(1/p)) bits
Average information from a choice = 3 p/log,(1/p)) (o

bCoJf (gt

Example Average information
; =(.333)(1.58) +(.5)(1)
choice, ;s log,(1/) (
o P | leg:TP) |, (2)(083)(3.58)
i LI (sl [ -7 T
‘B 1/2 1 bit
F 2 Can we find an encoding where
& arle, | =otene transmitting 1000 choices is
“p” 1712 3.58 bits close to 1626 bits onthe
average? Using two bits for each
choice = 2000 bits
6004 -Fal2011 a/8M1 LO1 - Basic

s of Information 14

Variable-length encodings
(Pavid Huffman, MIT 1951)

Y/ Use shorter bit sequences for high probability choices,
longer sequences for less probable choices

B C ABA D

010011011101|  Average information

choice; Pi encoding
P =(.333)(2)+(.5)(1)+(2)(.083)(3)
o s 1 = 1.666 bits
"B 112 o]
— Transmitting 1000 choices
C 17112 100 takes an average of 1666
bits... bett,
“o" PyoP 101 i s etter but not
optimal

04 -Fal 2011 /811

Huffman Decoding Tree

To get a more efficient encoding (closer to information content) we need to
encode sequences of choices, not just each choice individually. This is the
approach taken by most file compression algorithms...

over . wah
- [\ 8({

LO1 - Basics of Information 15

Data Compression

Key: re-encoding to remove
redundant information: match
datarate to actual information
content.

zip, ...)

“Outside of a dog, a book is
man' s best friend. Inside
of a dog, its too dark to Ideal: No redundant info - Only

read...” unpredictable bits transmitted.
Result appears random!
-Groucho Marx
LOSSLESS: can 'uncompreﬁs !, get back
\ original. —

A84bI"m9@+M(p

6004 -Fal 2011 LICTAR] LO1 - Basics of Information 16




“Able was | ere | saw Elba.”*1024

Uncompressed: 27648 bytes Compressed: 138 bytes

|
| n-;-.' ';. .

(=

Does recompression work?

If ZIP compression of a 40MB Bible yields a 4MB ZIP
file, what happens if we compress that?

‘Do we get a 400 KB file?

- Canwe compress that,toget a

ZIP 40K file??
\ + Can we compress the whole
ZIP <> Bible down to a single bit??2?
+lsitaOora1?2??
HINT: if the initial compression works ZJP\
perfectly, the result has no “ ?”
redundancy! )

/’V 6 ‘ Cdl ymg@(c»emg ME}‘/
' C

Is redundancy always bad?

Encoding schemes that attempt to match the Cblﬂ
information content of a data stream are minimizing
redundancy. They are data compression techniques.

Tef

However, sometimes the goal of encoding information is to
increase redundancy, rather than remove it. Why?

¢ Make the information easy to manipulate
9(/0(({ 0»04@

(fixed-sized encodings)
Pols Com/’o fioh

* Make the data stream resilient to noise
LO1 - Ba of Information

“ground on which the human
" hand of man has never
before set foot”

(error detecting and correcting codes)

6004 -Fal 2011 LTLYAR

7 9{(&&&3@:
i J

10 9eroafy oo

Error detection and correction

Suppose we wanted to reliably transmit the result of a single coin flip:

This is a prototype of the “bit " coin for
the new information economy. Value =

12.5¢ - -..

s

Further suppose that during transmission a single-bit error occurs, i.e.,
p wan, . “w_n “w_n ——— “n
asingle O isturnedintoa 1 ora 1 isturnedintoa O .

Heads: “0” Tails: “1”

6004 -Fai 2011 4 811 LO1 - Basics of Information 20
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s Hamming Distance

Increase his

Ramming distance ﬁ\ (Richard Hamming, 1950)

HAMMING DISTANCE: The number of digit
positions in which the corresponding digits of

two encodings of the same length are different.
e —

The Hamming distance between a valid binary code word and the same
code word with single-bit erroris 1.

The problem with our simple encoding is that the two valid code words
(“0" and “17) also have a Hamming distance of 1. So a single-bit error
changes a valid code word into another valid code word...

_single-bit error

&,
gt ]
s [ 1
“heads” o o “tails”

6004 -Fal 2011 KB LO1 - Basics of Information 21

Error Detection

-‘?‘
) What we need is an encoding where a single-bit
error doesn't produce another valid code word.

_single-bit error

If D is the minimum
Hamming distance
between code words, we |
“tails” candetect up to
(D-1)-bit errors

We can add single-bit error detection to any length code word by adding a
parity bit chosen to guarantee the Hamming distance between any two
valid code words is at least 2. In the diagram above, we' re using “even
parity” where the added bit is chosen to make the total number of 1's in

the code word even.
Canwe correct detected errors? Notyet...

6.004-Fall 2011 /Bl LO1 - Basica of Information 22

[ \
In(ust )\mmy Error Correction
JL&“““ to

(ol
%’o;\\o‘. “7

If D is the minimum Hamming |
distance between code i
words, we can correct up to ||

el
2 errors

By increasing the Hamming distance between valid code words to 3, we
guarantee that the sets of words produced by single-bit errors don't
overlap. So if we detect an error, we can perform error correction since we
can tell what the valid code was before the error happened.

¢ Can we safely detect double-bit errors while correcting 1-bit errors?
* Do we always need to triple the number of bits?

6004 - Fal2011 a/s/1 LO1 - Basice of Information 23

The right choice of codes can solve hard problems

Reed-Solomon (1960) Viterbi (1967)

First construct a polynomial from A dynamic programming algorithm
the data symbols to be transmitted for finding the most likely sequence
and then send an over-sampled plot of hidden states that result ina

of the polynomial instead of the sequence of observed events,
original symbols themselves - especially in the context of hidden
spread the information out so it can Markov models.

be recovered from a subset of the
transmitted symbols. Good choice when soft-decision
information is available from the
Particularly good at correcting demodulator.

bursts of erasures (symbols known
to be incorrect) Used by QAM modulation schemes
(eg, CDMA, GSM, cable modems),
Used by CD, DVYD, DAT, satellite disk drive electronics (PRML)

broadcasts, etc.

6004 -Fal 2011 /8 LOT - Basics of Information 24




Summary

« Information resolves uncertainty
+ Choices equally probable:
* N choices down to M= log, (N/M) bits of information
- use fixed-length encodings
* encoding numbers: 2's complement signed integers
* Choices not equally probable:

* choice, with probability p, = log,(1/p) bits of information
- average number of bits = ¥ plog,(1/p;)
* use variable-length encodings

* To detect D-bit errors: Hamming distance > D

- To correct D-bit errors: Hamming distance > 2D

Next time:
* encoding information electrically
+ the digital abstraction
+ combinational devices

6004 - Fal 2011 AT LO1 - Basics of Information 25
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Preface

(1 \ OO % C(Jm(m/rjc@/f(low

Itf t/aL(//& |

This text approaches the field of digital systems architecture with a particular bias,
one kindled during years of observation of MI.T. students and speculation about
the factors that distinguish outstanding engineers from the merely very competent
majority. We bring to the project a conviction that the distinction reflects attitudes
and perspectives that are at most subtle by-products of the usual technical educa-
tion: subliminal lessons occasionally administered to students by virtue of accidental
discovery rather than deliberate pedagogy. The organization and approach of Compu-
tation Structures is geared to the explicit cultivation of these characteristics in every
student and reader.

Scope and Mission

As computer systems become increasingly complex, their study inevitably relies upon
more specific areas of WWe compartmentalize specific technologies—
logic elements, processors, compilers, operating systems—as subdisciplines to be
treated by separate courses, texts, and intellectual tools. Interfaces between the sub-
disciplines are powerful engineering abstractions that allow, for example, the designer
of a processor to deal entirely in the domain of digital logic, naively exploiting the
electronic circuitry in the abstraction below-and-providing interpretive services to
software in the abstraction above.

The abstractions work sufficiently well that our curricula (and, for that matter,
our job descriptions) accommodate specialists whose understanding of computer
systems is cripplingly incomplete. We confer computer science degrees on theorists
who may be helpless when programming is required, on hardware designers to whom
the high-level structure of the system to which they contribute is mystery, and on
programmers who lack a clear understanding of how or why their programs make real
things happen. Often what passes for technical breadth takes the form of multiple
specialties: Students exhibit pockets of local facility, unable to connect them into an
effective understanding of the system as a whole. Such people can and do perform
useful functions, but their potential for creativity is limited by their acceptance
of the boundaries of their specialties. They shy from the challenge to venture
beyond familiar approaches, to reshape problems, to develop new interfaces and
revise existing ones; they accept the mysterious rather than unveiling it, oversensitized
to their own limitations. They are, in effect, imprisoned by the abstractions they have
been taught. —_—

Outstanding students, in contrast, somehow develop a perspective that illuminates
the interfaces between technologies, rather than the technologies themselves, as the
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most important structural elements of their discipline. They view the interfaces with
rc-s_}Eg:_t_ but not reverence; they examine both sides of an abstraction, treating it as
an object of study rather than a boundary betweentieknown and the intractably
mystical. They have discovered the power of their own universality; typically they
have built complete systems, often with meager resources, and made them work.
They have the sophistication, and most importantly the self-assurance, to explore
new abstractions and to appreciate the role and costs of existing ones.

Computation Structures is intended to produce renaissance engineers of this latter
category. To this end, it deliberately telescopes much of computer science into a
bottom-up progression that builds simple electronics into representative computer
systems. The student is catapulted through one layer after another of implementation
technology, an experience that accentuates technological interfaces and the structure
induced by them. The breadth of coverage of the book reflects our compulsion to
demystify its subject matter. We are unwilling to ask students to accept a technology
on faith, or to postpone its penetration to some more advanced course. The spectrum
of implementation technology is laid before them as a challenge to sample, to uncover,
to discover their capacity to master its entirety.

The ultimate mission of Computation Structures is not so much to convey facts as
to catalyze personal discoveries by each student: the ability to master a wide range
of technical details, the self-assurance to dive through a technological boundary, the
power to grab a wire-wrap gun or CAD tool or body of code and create new structures.
The considerable volume of technical detail is present largely to serve this goal; it is
not the subject of the book, but rather a tool by which we convey its more important
lesson.

The Text

Computation Structures does not presume to replace the many excellent texts that
focus on established subtopics such as logic design or operating systems; nor is it
intended for an elite audience capable of digesting four semesters of course work
in a single term. It covers topics that every engineer—certainly every computer
scientist—should be aware of, in sufficient detail to establish a concrete connection
between each topic and practical reality. In many cases that connection is provided by
the MAYBE computer, a simple microarchitecture that we use as a running example
throughout the text. The MAYBE is presented in sufficient detail to allow its actual
construction and operation, an activity required of M.L.T. students; even in the absence
of such experience, it provides a subject for close scrutiny and a context for concrete
discussions and questions.

The text is introductory, presuming no formal background in digital systems;
however, it generally assumes a level of technical sophistication consistent with
that of an undergraduate engineering student. The text makes repeated connections
to related technical areas. These should enrich the presentation for students with
appropriate backgrounds, but are inessential to the sequel; for example, early chapters
include a few circuit diagrams whose appreciation requires an Ohm’s-law level of
circuit sophistication. Programming ideas and constructs are introduced with a lack
of fanfare that presumes some previous exposure to computers and programming on

the part of the student. A subset of the C language, used for sample programs, is
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presented in a terse appendix; we have found that students easily attain a level of C
fluency that allows them to read and understand the examples.

The text does not make extensive use of real-world case studies, relying instead
on the more coherent framework designed into our real but parochial example ma-
chines. Connections to the technical literature and to industrial practice are identified
primarily in sections entitled Context; these provide pointers for deeper investigation
of technical issues, links to adjacent fields, and occasional historical perspective.

Role at ML.L.T.

Computation Structures isused at MLLT. as the text for 6.004, a one-term, ur-per-
week sophomore “core” course required of all electrical engineering and computer
science undergraduates. Three of the fifteen student hours are allocated to laboratory
activities; the remainder are spent in classes and homework. Typical students have
previously taken 6.001, a LISP-based programming course that uses Abelson and
Sussman [1985] as a text, and 6,002, ap introductory circuits course. The role of 6.002
is primarily to prepare the student for the 6.004 laboratory component, in which (for
example) famiwmm. 6.001 provides a first exposure
to many ideas that recur in 6.004—programs, stacks, memory locations—albeit in a
quite different context and often following a different idiom.

6.004 is a fast-moving course, stretching to accommodate the subject in its tightly
packed single-term syllabus. Major topics are dealt with in about 25 lectures, which
generally follow the order of the text and average one or two lectures per chapter.
Substantial pruning is required to provide coherent if somewhaE’m__L_r_f_ic_ia_!_coverage
in lectures: While the major topics of the text are each dealt with in some depth, many
of their ramifications and issues raised in the text are not addressed explicitly. Many
of the optional (starred) sections are omitted, although the mix varies somewhat from
one term to the next.

The big picture emerging from the lectures is embellished by smaller section
meetings held twice weekly, by homework, and by laboratory assignments. These
components provide a vehicle for sampling underlying technical detail, stimulating
each student to relate the lecture topic witmixamplc of practical reality.
The cultivation of this connection is a key element of the course and this text. Rather
than presenting a stack frame in abstract terms, for example, we encourage each
student to come to grips with the entire set of nested implementation technologies that
make it real—machine language, microcode, circuit diagrams, logic gates. Frequent
probes to concrete reality reinforce the two major lessons of the course: first, the
value of abstractions as a tool for structuring complex systems; and second, the
capacity of the individual student to master any aspect of a system he or she cares to
focus on.

Laboratory Work

These key lessons of Computation Structures are reinforced by the laboratory com-
ponent of the course. Each student is required to construct, debug, and program
a working MAYBE computer from simple components (at the level of ROMs and
registers). Several machine architectures—stack and general-register machines—are
implemented and programmed using a common microarchitecture.
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Students’ computers are constructed from reusable take-home kits. The kits have
a selection of logic components as well as i ard, power supply,
and very primitive input/output provisions. Workstations (with a variety of support
programs) and oscilloscopes are available in the laboratory. Although the wiring and
much of the debugging can be performed by students at home, final checkout and
subsequent program development require the use of facilities in the lab.

The laboratory is structured as about eight assignments, each directed at a fairly
tightly constrained set of goals. The directedness of the assignments differentiates
the activity from more advanced “project” laboratories, which emphasize initiative
and creativity; however, each assignment contains some nugget of creative challenge,
such as the desig/n_nf__a_m_&hiﬂc_:jnstmction. A major creative outlet takes the form
of an optional design contest, held at the end of each term, in which students are
given a relatively free hand to modify their machines to improve performance on a
benchmark program that is not revealed until the day of the contest. Each entrant
is constrained-to_l.l—seﬁlw_mfs from the lab kit, although we allow n-student teams
to combine 7 lab kits, normalizing the performance of such entries by a factor of n.
(The best performance by this metric has come fromf two-kit entries.)

In order to make the student computer construction tractable and reasonably fail-
safe, we have developed a set of printed-circuit modules (compatible with protoboard
construction techniques) and a staged approach to construction whose early phases
involve the use of a kernel subset of the machine to debug its incremental improve-
ments. This methodology, involving the use of bootstrapping and scaffolding to
develop complex systems, is among the major lessons of the course; it is one we have
found no way to teach without hands-on experience.

The integration of a “complete” laboratory with a broad-spectrum architecture
course makes an ambitious package, but one that produces students whose technical
maturity and self-assurance is based on that ultimate educator: They have each built
a computer and made it work. We enthusiastically recommend the approach.

While we value the omniware breadth of the laboratory, much of its pedagogy can
be captured by somewhat less extreme programs. The majority of the laboratory
activity involves coding at some level, and can be carried out effectively using
simulation software rather than hardware implementations. Several simulators and
related system software (available both for UNIX workstations and for PCs) provide
a convenient development test bed for microcode and software, even where the
alternative of a hardware MAYBE machine exists. Since the architectural personality
of our machine is Jargely dictated by the contents of a control ROM, the range
of architectural options that can be explored using reprogramming and simulation
techniques is relatively unconstrained. An effective laboratory can thus be fashioned
using only commonly available computing resources.

In the absence of such resources, the complete implementations presented here
can still be explored in a kind of ersatz laboratory whose medium is paper rather
than machinery, that is, in assignments that probe, modify, and analyze the given
structures. This approach was used at M.L.T. in years prior to the 6.004 laboratory;
while the latter has clear advantages, a paper laboratory devoted to all levels of a
single coherent example accomplishes many of the demystification and perspective-
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building goals of our current course.

Alternative Paths through the Text

The subject of the text lends itself well to subsetting by suppression of detail, and we
expect individual courses and readers to deemphasize or omit selected subtopics to
suit their needs and backgrounds. The (widely varying) dependencies among topics
are mapped crudely by the following graph:

Relatively inessential dependencies are shown as dotted edges. The level of detail
shown in the diagram ignores certain subtleties, often bundling essential and optional
issues together as single nodes. Some additional guidance to topic selection is
provided by observing sections marked with an asterisk, indicating digressions that
can be skipped without compromising subsequent (nonasterisked) coverage.

Topic selection and path through the text may be adjusted to accommodate a
number of different course needs. A two-term undergraduate sequence based on
the text would allow careful and relaxed treatment of its entire coverage and, given K 4 /‘0(
sufficient student time, is an attractive alternative to the single-term firehose-style
course offered at M.LT. An introductory graduate course might augment the text by
selected readings from the literature; candidates appear in the Context sections and
in the bibliography. Certain of the exercises appearing at the end of each chapter
are marked with one or two asterisks to indicate that they may be challenging for
an introductory undergraduate course. A single asterisk suggests that the marked
problem requires more than routine application of the principles of the chapter;
double asterisks identify problems that should challenge graduate students.
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The Digital Abstraction

The key to the orderly design of complex systems, digital or otherwise, lies in the de-
composition of their function into modules whose behavior can be independently and
concisely specified. To encourageMnctional modularity anmpec-
ifications for each module, we adopt a variety of engineering disciplines and agree
to abide by the constraints they impose; in programming, for example, conventions
for the representation of data and for passing parameters are typical self-imposed
constraints. Each such discipline involves a set of primitive elements, each perform-
ing some prescribed basic function, together with rules for the construction of new
elements by the composition of existing ones. The power of an engineering discipline
derives from its simplification of the functional specifications of each module by the
abstraction of essential function from nonessential detail; the description of a square-
root procedure, for example, must confront the arithmetic relationship between its
input and output but need not deal with the patterns of bits used to represent them.

We can observe two broad classes of activities in the structuring of complex
systems. The first and more common of these involves working within a single
discipline, enriching its repertoire by combining existing functions to define new
ones. The appropriate software analogy is the construction, within the framework
of a particular programming language, of g Tibraryypf procedures to perform various
useful functions. The second and more radical structuring activity involves the use
of the modules of one discipline to define and support a new, higher-level abstraction
with its own primitive elements and composition rules. In software design, such
radical structuring typically involves the use of a lower-level language (together
with its library of support procedures) to implement a higher-level language whose
primitives and composition rules are in some (perhaps application-dependent) sense
more powerful. The major characteristic of the new level is that it isolates its user
from the underlying implementation technology, as opposed to simply adding new
options to it.

Typically the structure of complex systems shows an alternation between these
two activities. Functional extensions are made to some discipline until its complexity
becomes unwieldy, at which point it is used to support a new abstraction with a
manageable number of higher-level primitives and composition rules.

Such abstractions and the disciplines that support them are the central theme of
computer science. Every significant digital system involves many levels ofdiscipline,
cach implementing a more powerful set of primitive elements and composition rules
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than the ones that underlie it. This chapter presents the fundamental abstraction that
bridges the gap between the domain of the circuit designer (whose primitive elements
are electronic components) and that of the computer architect.

1.1 Information and the Digital Abstraction

The primary use of electronic devices is the processing of information. Major
appliances such as televisions and computers serve to translate information from one
format to another—from an encoded radio frequency input to an output picture, or
from a string of input symbols to a corresponding string of output symbols. Each
such complex information processor is synthesized from components that transform,
combine, store, and manipulate representations of information. Thus we can dissect a
television and identify the information-processing functions of its major subsystems,
specifying the way in which the input and output information of each is encoded
into electronic signals. We might further scrutinize each subsystem, documenting
the function performed by each component in information-handling terms, down to
the level of fundamental circuit elements.

A capacitor, for example, is an energy storage device; in typical applications, its
stored energy may be viewed as the electronic representation of stored information
(such as elapsed time, in an RC timer circuit).! WhileMesemations
of information in a television t?ﬁiﬁ'él—ly involve continuous variables (such as voltages
or frequencies), the symbolic information processed by a computer consists of discrete
units such as binary digits.

Digital systems, in general, are based on technology for the electronic repre-
sentation of discrete information units; they offer the important advantage that the
information content of each electronic signal is easy to quantify. They illustrate
a powerful and important engineering principle: the pursuit of simplicity through
constraint. Digital engineering involves a self-imposed design discipline that allows
systems to be analyzed in the simple, abstract domain of logic rather than the vastly
more complicated domain of underlying electronic principles. The advantages and
mechanism of this abstraction are explored briefly in the following paragraphs.

e amount of information carried in a discrete-valued signal s may be defined as
dﬁfa‘/here Ny is the number of distinct values of s that can be reliably set and
measured. It is conventional to take mcmd-éxpress the result in

r binary digits, of information. We might propose, for example, to communicate

each decimal digit d by means of a d-volt signal on a particular wire, so that N, is 10.
If our measurement technology is accurate enough to distinguish reliably between
th¢ten yalues, the information conveyed by each signal is log, 10 = 3.322 bits. If
our measurement tells us only whether or not the signal is below 5 V, however, N, is
2 and the amount of information conveyed is log, 2 or 1 bit.

A single bit is the minimum amount of information necessary to distinguish reliably
between two values; it is the smallest convenient quantum for discrete information

! There are situations in which this view is inappropriate, such as applications in which a capacitor is used
as a storage medium for energy to power other devices.
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representations and serves as the basic unit of information storage and communication
in most digital systems. It is noteworthy that 1 bit is exactly the information content
of a single digit in a binary number system, which makes binary (rather than, say,
decimal) an attractive and popular choice for the representation of numbers in digital
systems.

Electronic parameters such as voltages are, to a good first approximation, contin-
uous variables; we quantify them by real numbers rather than by integers. Each such
parameter can in theory assume infinitely many distinct values, even over a bounded
range; a voltage between 0 and 1 V may be 0.23 V or 0.6713 V or 0.6713456278 V.
If we were able to set and measure such a voltage exactly, it would carry an infinite
amount of information (since N, would be infinite). Of course, noise and other
physical realities limit our ability to constrain and measure physical parameters. A
measurement of 0.23 V indicates that 0.23 V is a more likely value than, say, 0.3 V,
which in turn is more likely than 0.4 V. The actual amount of information conveyed
by our measurement is awkward to quantify exactly; it depends on the accuracy and
reliability characteristics of the measuring device as well as electrical noise and other
detrimertm@ﬁﬁ? of the signal itself. A typical signal level might carry 10
or 12 bits of useful information, on the average, with moderate reliability. Such
representations are ideally suited to applications (such as telcvisionﬂg\large
volumes of information flow and in which occasional errors are not catastrophic.
The synthesis and analysis techniques used in these situations typically assume that
each signal represents the corresponding real number to an acceptable accuracy, thus
avoiding the need for precise quantification of its information content.

1.2 Representation of Discrete Variables
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In many applications, it is convenient to use components whose behavior can be
simply and precisely characterized in informational terms. A printer device connected
to a computer can take as input the representation of a character to be printed, from an
alphabet of, say, 128 possible characters. We would like the communication from the
computer to the printer to be highly reliable: The printer must be able to determine
precisely the character to be printed from the signals-it-receives. The amount of
information conveyed to the printer is thus{og, 128 = 7 bits-for each character
printed. The communication technique used will of course involve wires carrying
continuously variable signals (such as voltages), but to reach our reliability goals we
may be willing to sacrifice much of the information-carrying potential of each signal.
A typical parallel printer interface, for example, involves seven independent wires,
each carrying 1 bit of information encoded as a voltage. Each wire selects one of two
alternative values (say, a 1 or 0 as the value of a corresponding binary digit), and the
seven-wire aggregate thus identifies one of 27 = 128 possible characters.

The reliable translation between a discrete variable such as a binary digit and its
representation as the approximate value of a continuous variable such as a voltage pro-
vides the key to what we call the digital abstraction. It allows us to use conventional
circuit elements to build a familymse information-processing
characteristics can be specified as a simple logical function involving discrete inputs
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1.3 Combinational Devices
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The simplest and most fundamental abstraction in the repertoire of the digital engineer
is the combinational device, which we formalize as follows:

T
A’combinationaaevice is a circuit element having the following properties:

i

« one or more discrete-valued input terminals;
« one or more discrete-valued output terminals;

« afunctional specification, detailing the value of each output for each of the possible
combinations of input values; and

o atiming specification, consisting (at minimum) of an upper bo@ the time
required Tor the device to compute the specified output value an arbitrary
set of input values.

The usual interpretation of the propagation delay t,q is that whenever a particular
combination of input values is applied to the device and mz%ratle:md
seconds, a corresponding set of output values will appear. Moreover, these output
values will remain at the output terminals (at least) ) until the inputs change. Thus a
set of input values applied for ¢ seconds results in corresponding output values for
a period of at least t — t,4 seconds. Note that ¢4 is a maximum time required for
new input values to be reflected at the output terminals; in general, the minimum such
time is assumed to be zero.? One result of the latter assumption is that output values
are contaminated iiﬁrr-‘:?&i'eﬁcly by any change at the inputs, regardless of t,4.

An important feature of combinational devices is the simplicity with which they
may be interconnected to synthesize new combinational functions. In particular,
new combinational devices may be created by combining combinational elements in
acyclic circuits, so long as care is taken not to connect outputs together.

More precisely, we can construct a combinational device by exploiting the basic
rule of composition:

Combinational composition A circuit is a combinational device if it consists of
interconnected circuit elements such that

« each circuit element is itself combinational,
THEnE Ly Soraatonas,

2 A refinement of this assumption, in which a nonzero contamination delay becomes part of the device
specification, is occasionally used in the design of performance-critical circuitry.
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« every node of the circuit is either designated as an input to the circuit or connects
to exactly one output terminal of a circuit element, and

o the circuit contains no directed cycles (that is, every path through the circuit that
traverses elements only in the input-to-output direction visits each circuit node at

most once).

Any of the circuit nodes may be designated as outputs of the new device.
It is easy to verify that this construction yields devices that conform to our combi-

circuit’s input terminals through successive circuit elements, assigning to each node
both a functional specification (as a function of the input values) and a time bound.
The functional specification of each noninput node is derived from the specification
of the element driving that node together with the functional specification assigned to
that element’s inputs; similarly, the propagation delay associated with such a node is
computed by adding the element’s ¢4 to the maximum of the delays associated with
its input nodes. In general, tpd_f'ﬁe constructed device becomes the maximum
cumulative propagation delay encountered on a path from any input to any output.

1.4 The Static Discipline: Logic Levels
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The fact that we can synthesize arbitrarily complicated combinational devices
using acyclic circuits of combinational eIementsEEmrEtﬁp‘ping technique
for extending the usefulness of a primitive initial set of such devices; this is vaguely
analogous to the induction an inductive proof. A remaining task is the de-
velopment of a basis—an initial set of combinational elements from which we can
synthesize more ambitious ones. Clearly we must begin with at least one combina-
tional device that is defined in terms of technologies other than combinational devices.
It is in the design of these basic elements that fundamental decisions regarding the
representation of the discrete values of our abstraction are confronted.

Suppose, for example, that we are to represent a binary (or logical) variable d using
a voltage v that can be varied between 0 and 5 V. We might choose to represent d = 0
by a voltage of 0 and d = 1 by 5 V. The efficacy of this representation then depends
on our ability to set and measure v with sufficient reliability that the representation of
d = 0 is never mistaken for thggpresentation of d = 1 and vice versa, a reasonably
easy demand to meet. We can afford to be fairly sloppy about setting and measuring
v and still deduce the correct value of d. If we guarantee that v will be set to a
value below 1 V when d = 0 and above 4 V when d = 1, and if we ensure that our
measurement of v will be accurate to within 0.5 V, we shall always measure a voltage
greater than 3.5 V when d = 1 and below 1.5 V when d = 0. We might distinguish
between the two cases by comparing the measured voltage with a 2.5-V threshold
voltage V; and assuming a logical 1 as the value of d if the measured value is above
the threshold and a logical 0 if it is below.

Figure 1.1 shows the mapping of the continuous variable v onto the discrete (binary
digit) d. If the measured voltage is near or at the 2.5-V threshold, we will be unable

The Digital Abstraction 5
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Figure 1.1 Mapping of logic levels to voltage.

to distinguish reliably between the two values of d. We avoid this embarrassing
circumstance by outlawing it; we designate the region between 1.5 V and 3.5 V as
a forbidden zone that does not correspond to the valid representation of @ binary
variable. Since we can reliably discriminate between voltages below 1.5 V and those
above 3.5 V, adhering to the discipline that v must be set above 4 V or below 1 V
ensures that forbidden values are avoided. In fact, we have allowed an extra half-volt
margin for error on each side of the forbidden zone; these noise margins allow our
scheme to function in the presence of a certain amount of noise or other unanticipated
error.

In general, the reliable representation of discrete variables using continuously
variable physical quantities requires such ranges of excluded values between valid
representations. This gives rise to the possibility of invalid signals that correspond to
none of the logical values; a wire carrying V; represents neitheralogical 1 noralogical
0 by the convention outlined above. Such invalid signals are foreign to the digital
abstraction and are unaccounted for in the analysis and synthesis methodologies
commonly used by the digital engineer.

In order to protect digital designers from unanticipated invalid signals in their
circuits, logic elements are commonly designed to conform to a static discipline:

A static discipline is a guarantee that, given logically valid inputs, every circuit
element will (after an appropriate propagation delay) deliver logically valid outputs.

The interpretation of “logically valid” is relative to a particular representation conven-
tion, which in turn varies with the implementation technology. Typically, however,
a single representation convention applies throughout an entire digital system. A
static discipline offers a measure of assurance that invalid signals will not arise spon-
taneously in a well-designed combinational circuit: If the inputs to each device are

The Digital Abstraction



well behaved, each device’s outputs will also be well behaved after some bounded
delay.

Noise margins amount to imposing a more stringent validity requirement on output
signals from a device than apply to its inputs, ensuring that Targinally valid input
signals are restored to unquestionable signals at the output. The threshold V;; repre-
sents the highest input voltage that must be interpreted as a logical 0; it is higher than
Vo1, the highest output voltage that can be asserted to indicate a 0. This ensures that
every valid output 0 will be interpreted as a 0 at connected inputs, even after some
degradation. A similar relationship holds between V;y, (the lowest input representing
a valid 1) and V, (the lowest output asserted to indicate a 1).

1.5 Rate of Information Flow
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The representation scheme we have developed provides for the static transmission
of a fixed amount of information—a single bit—as an electric s@'ﬁ—?ﬁgvcr a wire. In
general, we expect this value to change from time to time; if it never changes, as
would occur if the value communicated is a constant, the need for the wire should
be questioned! Thus, while at any instant a signal might convey only a single bit of
information, it typically carries a sequ f bits over a period of time. If we make
provisions for changing a signal to represent a new bit of information every second
on the second, that signal may be viewed as carrying a flow of information at the rate
of 1 bit/s; it could be used to transmit a 100-bit binamer in 100 s.

Any scheme we choose for communicating discrete variables places practical
limits on the frequency with which we can change their values and thereby constrains
the rate of information flow. Rates of information flow in digital systems are often
specified in baud, or value transitions per second, a parameter that is constrained by
the commuinication bandwidth of the underlying (analog) communication medium.
A fundamental theorem by Nyquist places an upper bound on a communication
channel’s useful baud rate of twice its bandwidth, even in the absence of mofse—hrthe—
case of binary representations, where each value is a binary digit, 1 baud is equivalent
to 1 bit/s. Thus the theoretical maximum rate of information flow over a 3000-Hz
Voice-grade line carrying binary values as two different voltage levels is 6000 bits/s.
This limit can be exceeded, in theory, by the use of more than two discrete valies at
a baud rate of less than 3000 changes per second; using four voltages, for example,
raises the theoretical limit of our voice-grade line to 12,000 bits/s.

Of course, the effective rate of information flow can always be increased by using
multiple signals; a 100-bit number can be transmitted in 1 s serially using a single
100-baud binary signal or in parallel by means of a hundred 1-baud binary signals,
each encoding a single d:‘g:ﬂxch choices are faced frequently by designers of
digital systems, and a judgment typically depends strongly on underlying techno-
logical issues. For example, digital communication between geographically distant
subsystems, such as terminals of an airline’s flight reservation system, might rely on
leased telephone lines whose bandwidth characteristics limit transmitted signals to
audio frequencies. Reliable digital communication over such a line is limited to a

few thousand baud, but increasing the communication rate by using multiple lines
I

The Digital Abstraction 7



is expensive. Since communication cost is likely to be a dominant factor in the
design of such systems, it is worthwhile devoting considerable effort to minimizing
the required communication rates.

Even in localized systems, communication costs are an important design consider-
ation. As logic elements become cheaper and perform more complex functions, the
cost of running wires (or other media) to interconnect them becomes an increasingly
important element of system costs. Althoughnearby modules of a system can com-
municate at rates measured in hundreds of megabaud by using many parallel wires,
such high bandwidth is expensive in device terminals and interconnections and is not
to be squandered. Even within a single integrated-circuit chip, where the economies
are based largely on space (chip area), interconnection costs often dominate: More
of the chip area is devoted to lines transmitting signals from one logic element to

another than to the logic elements themselves.
B ek

1.6 Transitions and Validity

In a dynamic system, where logical variables change in value from time to time, we
cannot in practice avoid brief excursions through the forbidden zone. Because of stray
capacitance and other such physical constraints, the voltage representing a logical
variable v cannot be changed instantaneously from one valid logic representation to
the other, although the transition may be quife fast—a f&w nanoseconds 1s typical.

We therefore enforce on ourselves an additional discipline: We avoid asking
whether v represents a logical 1 or 0 at about the time when it may be making a
transition between values. This in turn requires that the beholders of v—those devices
to which v is an input—each have available information about when v might change.
Most commonly this requirement is met by constructing synchronous systems, in
which logic values are constrained to make transitions only at prescribed times (for
example, every microsecond on the microsecond) keyed to a globally available clock
signal. For truly asynchronous systems, it is impossible to guarantee that no logic
level will be sampled at an inauspicious time (for example, during a transition);
however, such events can be riade quite improbable in practice. This general topic
is visited again in section .

1.7 Logic Families

Some of the parameters in figure 1.1 seem arbitrary. The association of low voltage
with logical 0 and high voltage with logical 1 is a convention termef_positive logic
the dual convenlimegarive logic, represents logical 0 by the highier of the two
voltages. This choice may be made arbitrarily to suit one’s taste; a digital system can
be analyzed in terms of positive logic, negative logic, or a mixture of the two.

Other parameters, such as the choice of logically valid voltage ranges and threshold
voltages, typically reflect a combination of design goals and characteristics of the
implementation technology. Several distinct “families” of digital devices have been
developed over the years, each with its own set of characteristics and parameters for
mapping continuous electronic variables (usually voltage) onto logic (nearly always
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Figure 1.2 Resistor-transistor logic@ inverter; (b) NPN transistor.

binary) values. Each such family includes a set of rules for the valid representation
of logical values; each device in the family has the property that, so long as its inputs
obc;it_hsiulgi_i_ts_g_ll_tglgts_wi]l also. They provide in each case a set of Tinkertoy-like
modules that can be simply phm______ethﬂtolm_iI_d_ZMmplex logical sys-
tems, with relative disregard for the underlying electronics. The resulting simplicity
is an enormous advantage to the designer, who can deal with the concise logical
characterization of devices whose specification in electrical terms would be nearly
intractable.

1.8 Digital-Circuit Implementation

Figure 1.2(a) depicts a simple logic device from an early implementation technology
called resistor-transistor logic, or RTL. The device is an inverter; its logical output
at C is 1 if its input (at A) is 0, and 0 if its input is 1. The transistor in the circuit
of figure 1.2(b) may be viewed roughly as a switch controlled by its base (input)
current, which in turn depends on the voltage at A. If the voltage at input A is high
(representing, using positive logic, a logiéal 1 input), then the switch is closed (the
collector and emitter are short-circuited) and the output C is effectively connected
to ground (yielding a logical 0 output). If the input voltage is close to 0 (logical 0

input), the switch is open, leaving C conn to the supply voltage Vo through a

small resistor; this results in a logical 1 output.

1.8.1 Logic Levels and Noise

A slightly more sophisticated model of the transistor yields the voltage-transfer
characteristics shown in figure 1.3 for our simple inverter.

Over a portion of its input-voltage range, the device behaves like an amplifier with
a negative gain (proportional to the slope of the center segment of the plot). This is
termed the active or linegr region of operation. When the input voltage is sufficiently
low, the transistor is said to be a@@ld effectively presents an open circuit
between its emitter and collector. When the input voltage is sufficiently high, the

Uiohige
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Figure 1.3  Voltage-transfer characteristics of an RTL inverter.

transistor becomes saturated and effectively short-circuits its emitter to its collector.
Details of the sizes ereglcsn of operation (cutoff, actwe,an'—__mapti—c;;)-;nd the
exact placement of the “knees” of the transfer characteristic depend on parameters
of the transistor (such as its gain) as well as on values of the resistors in the device.
The ranges of voltages specified for valid logic levels of 0 and 1, in turn, reflect these
details and hence constrain their choice.

It is important, for example, that the design parameters be such that a valid logic
level at the input places the transistor either in the cutoff or saturation region of
operation; this avoidance of the active region guarantees reliable performance in the
presence of noise. In its active region, the circuit behaves like an amplifier with high
gain; if, for example, a valid logical 1 at the input to the device biases the transistor
into its linear region, it will amplify small perturbations of the input. Thus a 10-mV
noise spike at the input might (assuming a gain of 10) become an 0.1-V noise spike
at the output, as sketched in figure 1.4.

The output signal presumably connects to the input of other devices, where its
noise component may be amplified further, until the resulting voltages become invalid
representations of logic values.

Thus we constrain input voltages representing valid logic values to fall well within
the cutoffand saturation regions, where the output voltage will be relatively insensitive
to small perturbations of the input. In general, we leave a gap between each range
of valid logic levels and the active region of the transistor in order to provide noise
margins.

In the RTL logic family, the standard supply voltage Vg is 3.6 V. Valid logical 0
must be below 1 V, and logical 1 must be above 2.5 V; the resulting noise margins
are each about 0.5 V.

1.8.2 Fanout Restrictions
It is necessary to define the valid logic levels so as to include the device’s output

values when it has logically valid inputs. Having insisted that valid inputs will
-_—
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Figure 1.4 Amplification of a noise spike.
l—-""_-___’“-

result in either saturated or cutoff transistor behavior, we find that this reduces to a
requirement thammthc saturation output voltage Vs be
included as valid logical 1 and 0 levels, respectively.

Unfortunately, the characteristic plotted in figure 1.3 oversimplifies the behavior of
our device in several ways. One of these is the assumption, made for the purposes of
the preceding discussion, that the load on the output of the device imposed by external
devices connected to terminal C is negligible. In fact, the voltage drops across the
collector resistor and the transistor itself are functions of the output current; the effect
of a heavy load on the output of the inverter is, roughly, to move the cutoff voltage Ve
and the saturation voltage Vs toward each other and hence toward the forbidden zone
between valid logic representations. As a result of this effect, each family of logic
implementations imposes a restriction on the number of device inputs to which each
device output can be connected; this is called the fanout limitation. In the case of
RTL, device fanout is only about 5. This is primarily due to the voltage drop across
the collector resistor while the transistor is at cutoff (in the logical 1 state), which
lowers the output voltage as the fanout (and hence the output current) is increased.

1.8.3 Nonlinearities and Gain

We have seen that the continuous range of voltages between minimum (zero or
ground, in our example) and maximum (the supply voltage V) is divided into
several regions: The valid logic levels are at the extremes, a forbidden zone occupies
the center portion, and the remaining two gaps constitute the noise margins. It
is generally desirable to center the forbidden zone between the valid logic levels,
yielding comparable noise margins for loml—values; it is the minimum of
the noise margins that dictates the maximum tolerable electrical noise level for a
logic family.

The Digital Abstraction 11
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Figure 1.5 Ultra-high-gain switching device.

The reader may have noticed that the active region of the transistor, which con-
stitutes its useful range in linear applications (such as in a high-fidelity amplifier) is
a positive annoyance in digital applications. The fact that it must be avoided in the
assignment of valid logic levels motivates us to minimize its size, thereby allowing
more freedom to assign logic levels and noise margins. From this standpoint, an
ideal transistor for digital purposes has an infigitesimal linear region, as depicted in
figure 1.5. 4 ST

In this hypothetical device, the linear range is reduced to a vertical line, corre-
sponding to a (negative) infinite gain at a single threshold voltage V.

The gain of active elements such as transistors plays a crucial role in digital logic,
in that it allows a device with marginally valid input levels to produce output levels
that are well within the valid ranges. It is possible to build logic devices using only
passive devices such as diodes or even resistors, but the outputs of such devices will in
general be closer to the forbidden zone than the inputs. Hence a logic signal passing
through several such devices will gradually deteriorate until it is no longer valid. A
passive device fails to guarantee that every valid input produces a valid output; one
can always find a marginally valid input value for which the output value is forbidden.
Such a device fails to meet the static discipline unless the validity standards applied
to its output signals are less rigorous than those applied to its inputs.

In order to apply a set of validity constraints such as those depicted in figure 1.1
uniformly to both inputs and outputs of a combinational device, we need an active
device exhibiting both gain and nonlinearity.

Consider figure 1.6, which shows the static voltage-transfer curve of an inverter.
The shaded regions of the diagram represent valid inputs that generate invalid outputs
and are excluded by the static discipline. Consequently, the transfer curve of the
inverter must enter the center rectangle at the top and leave it at the bottom, in order
to constrain invalid outputs to occur only on invalid inputs. Since the width Vi, — Vj
of this rectangle is less than its height V;, — V5 by the sum of the noise margins,
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the slope of the transfer characteristic—hence the gain—must be greater than 1 (in
magnitude) over this center section of the curve. Moreover, since the difference
between the maximum and minimurm input values is at least as great as the difference
between the maximum and minimum output values, the average gain over the entire
transfer curve is at most 1; this implies that the gain outside of the central forbidden
region must be less than 1. Thus differing slopes are required along various regions
of the transfer characteristic, dictating a nonlinear input/output relationship.

These considerations lead us to the inescapable conclusion that only nonlinear

devices are suitable for the implementation of logic families. Linear devices, whose
DC gain is constant over their entire operating range, will result in logic elements
that fail to meet the static discipline for certain values.

Passive and linear devices are occasionally used to perform logic functions, al-
though this practice requires that active (“restoring”) logic elements be interspersed
to restore marginal signals to valid logic values. This technique amounts to a change
of logic-level representations between the inputs to a device and its outputs, choosing
in the latter case an ad hoc representation that accommodates the signal deterioration
imposed by the device (such as lower signal levels due to low gain).

1.8.4 Input Gating

A logic family must provide devices that effect logical functions of several input
variables. Devices that combine logical values in elementary ways are often called

gates, a name that stems from the early days of switching theory. As the name
"é
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Figure 1.8 NOR gate voltage-transfer characteristic.

suggests, gating can be viewed as a mechanism by which one logical signal can be
blocked or passed. depending on the value of another siirat—

In the RTL family, the simplest such device to implement is the two-inp
gate. This device has the property that its output is a logical 0 (using positive logic)
if either or both of its inputs are logical 1s; its output is 1 if and only if both inputs are
0Os. An early implementation strategy for such devices used resistors to take a linear
combination of the two input voltages and directed the result to a transistor with a
strategically placed active region. Figure 1.7 shows such a circuit, and figure 1.8
shows a plausible voltage-transfer characteristic.

Note that the input circuitry (resistors) produces a weighted sum of the input
voltages; the weights are made equal because of the symmetry of the operands to the
logical NOR function. The effect is to select the transistor’s input from one of three
equally spaced values, corresponding to input combinations containing zero, one, or
two logical 1s, respectively.

This implementation strategy is an example of threshold logic, in which a logic
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function is computed by comparison of a weighted sum of binary in ainst
a fixed threshold vaﬁgﬁm?ﬁtm
way that fanin, or number of inputs, compromises its noise-immunity characteristics.
Referring to figure 1.8, we note that the transistor now has three valid input ranges
rather than two; there is consequently less room between any two of them to squeeze
both the forbidden zone (including the active transistor région) and noise margins.
As the number of inputs is increased, the problem clearly gets worse, until the
fundamental limit is reached in which pairs of distinct linear combinations of valid
inputs are separated by less than the active range of the transistor. Primarily as a
result of these considerations, the NOR gate implementation shown in figure 1.7 was
abandoned early in the history of RTL.

The problem with-this cifcuit stems from its use of linear circuit elements—namely
resistors—to combine logic values. Although it was resolved in the case of RTL by
moving from input gating (in which transistor inputs are combined) to the output
gating strategy described in the next section, modern logic families use input gating
extensively. The difference is that they use nonlinear circuit elements to combine
the inputs. Diode-transistor log@ uses inputdiodes to effect logic functions,
and the popular transistor-transistor logj ) families use multiemitter transistors
to perform input gating. It should be oted that input gating typically involves
passive devices such as diodes or resistors and hence must be followed by an active
: ;;it;we to ensure unambiguous output values despite possibly marginal

1.8.5 Output Gating: Wired-OR

—

An alternative implementation of multi—inp@\ates is shown in figure 1.9. This
circuit has noise characteristics similar to those of the inverter of figure 1.2, since the
inputs are combined by the nonlinear output transistors rather than by the linear input
resistors. A reasonable understanding of its operation may be obtained by viewing
the transistors as switches connected in parallel, so that either or both switches being
closed effectively connects the output C' to ground. While there are second-order
effects that limit potential fanin with this approach, they are much less serious than
those inherent in threshold logic techniques. -

The NOR circuit of figure 1.9 differs only slightly from the result of connecting
the outputs of two RTL inverters together; the difference is simply a reduction of
the collector resistance in the latter case. In fact, the interconnection of outputs is
common pmmgnn and certain other amenable logic families. The
technique has come to be known as wired-OR, although in the present case (RTL
positive logic) wired-AND would be a more appropriate term. Thus two RTL logic
levels A and B, each the output of some RTL device, can be simply wired together to
yield their logical conjunction A AND B (or AB, using the usual Boolean algebraic
notation).

There are, of course, limits to the number of outputs that can be wired together. If
n RTL 1 levels are connected to a single RTL 0 level, for example, then one saturated
transistor must carry the sum of the currents flowing through the n + 1 collector
resistors. This increased current not only degrades the output voltage (moves it
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Figure 1.9 Improved RTL NOR gate.
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Figure 1.10  Signal timing.

closer to the forbidden zone) but may, for sufficiently large n, approach the current
limits of the output transistor.

1.8.6 Timing Considerations

If we use a rectangular voltage waveform such as the V4, in figure 1.10 as input
to an inverter, we are likely to observe an output waveform similar to that plotted as
V;)ub ;

We notice first that, in contrast to the “ideal” rectangular shape of the Vi, curve,
the corners of the output waveform have become rounded and the rising and falling
edges are not vertical. These effects reflect fundamental physical properties, such
as capacitive effects, of the device. In order to make a transition between the valid
logic levels, electrical charge must be moved—for example, to and from transistor
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junctions. This motion of charge constitutes work (in the sense of physics), and
since we are constrained to apply finite power to the device, the transitions require
finite amounts of time. While very fast logic families such as emitter-coupled logic
(ECL) attempt to minimize the amounts of stored charge to be moved and maximize
the amount of power used to move it, in practice transitions between valid logic
levels are not instantaneous. The time . taken for a transition from low to high
logic level is carrrse time, and the time ¢; for the reverse transition is called fal/
time. Typical rise and fall times are measured in very small numbers of nanoseconds.
They are dependent not only on the technology of particular logic families, but on
the load placed on particular signals; higher load tends to add capacitance and hence
prolong transitions. A pleasant characteristic of rise and fall times is their resistance
to accumulation as a signal passes through a number of cascaded logic devices. Thus
the waveform at the end of a long string of series-connected inverters will have rise
and fall times similar to that of a single inverter. This is attributable to the high gains
of the transistors, each of which tends to increase the slope of its input transitions.

The output waveform is delayed from the input by an approximately constant
interval, corresponding to the propagation delay ¢,4 of the device. This delay also
reflects the time necessary for the motion of charge that accompanies transitions and
is thus closely related to the rise and fall times. However, propagation delay does
accumulate through cascaded devices. Thus, if the propagation delay of an RTL
inverter is 12 ns, the output of n series-connected inverters will be delayed (with
respect to its input) by 12n ns. Of course, the output will be inverted if n is odd and
will be a delayed replica of the input if n is even. Propagation delay is an important
characteristic of digital devices, leading ultimately to performance limitations (in
the sense of the number of computations that can be executed per unit of time) in
complex digital systems.

1.8.7 Propagation and Contamination Delays

The delay involved in a complex digital computation is typically determined by
the Iongesr time necessary for signals to propagate from the inputs of a system to
its outputs its. Asa consequence, digital designers often compute the total propagation
delay along each signal path (adding the delays of each device it includes) to determine
the limiting critical path of information flow. The usefulness of t,,4 specifications for
component devices;then, stems from their validity as an upper bound on the delay
of data through each device: System designers need a guarantee that the time taken
by signals to propagate along each path is no longer than the value they compute
from device specifications. An overly conservative ¢pq specification may cause a
system to be designed for suboptimal performance, but it will operate as its designer
predicts; an optimistic ¢,q specification is likely to cause faulty operation. To optimize
performance, it is valuable to have the tightest possible bmmropagation delays
in order to know precisely when signals are valid; however, we must insist that these
bounds be conservative.

Very aggressive designs sometimes require us to pin down signal validity periods
even more precisely. Glancing back at figure 1.10, we note that the output voltage
remains in a logically valid range for a brief period after the input changes; this reflects
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our acceptance of a range of valid voltages as well as the physical propagation time
of the leading edge of the input signal. This delay represents an additional period
of output signal validity that can be exploited in carefully engineered designs: A
designer might assume that the output of a gate remains valid for a nanosecond or
two _after its input changes, in contrast to the more conservative aSSumption that
‘output validity is immediately corrupted by an input change. To facilitate such
highly engineered designs, the specification of a combinational device might include,
in addition to the usual propagation delay t,q, a contamination delay t.q.> The
contamination delay of a combinational device is the minimum interval following an
input change during which the validity of previous outputs is guaranteed to remain
intact.

While 4 is an upper bound on a period of output invalidity, t.q is a lower bound
on a period of output validity. Like propagation delay, the ¢ontamination delay
specifications must be conservative; however, a conservative toq is smaller than
necessary, whereas a conservative t,q is Jarger than necessary. Like propagation
delays, contamination delays can be specified independently for each input-to-output
path of a device. The contamination delay between an input-output pair reflects the
fa;viesr path between that input and output; the propagation delay reflects the slowest
path. The contamination delay is always less than the corresponding propagation
delay; typically, it is much less. ~oonn

Designs that substantively exploit nonzero contamination delays are rare, and for
good reason. Squeezing the last nanosecond out of a path requires painstaking timing
analysis and effectively returns the engineer to the analog domain of continuous
variables and physical effects. It also tends to compromise system manufacturability
by depEﬁﬁEﬁﬁ?ﬁEﬁc characteristics that are quite variable from device to device.
Unless otherwise noted, we shall assume zero contamination delays throughout the

remainder of this text. - . —
-
L\/A Vi
il O «
1.8.8 Speed and Power

A major weakness of RTL stems from its use of a collector resistor (called a
pullup resistor) to establish its high-voltage output level. First, this resistor limits
“collector current and hence prolongs the time necessary to charge stray capacitances
associated with a low-to-high transition, yielding poor rise times and consequently
high propagation delays. Second, it provides a substantiatty-poorer path for current
flow—te—V—than a saturated transistor provides to ground; hence it introduces an
asymmetry between the rise and fall times of the device.

Adjustments in the value of the pullup resistor affect both the switching speed and
the power dissipated by the gate. For a resistance R and total stray capacitance C,
the switching times are on the order of RC secorids; hence halving the value of the
pullup resistor speeds up the device. However, the power dissipated by the resistor

3 Contamination delays are occasionally referred to as minimum propagation delays, which is misleading.
Propagation and contamination generally happen at different times, contamination being earlier.
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Figure 1.11 Simplified TTL inverter.

on a low-voltage output is roughly

P= (Voa)®
R

Thus the product of the switching time and the power dissipation, often cited as the
speed-power product, is rclatifﬁ;imdepmnt of the value of R and is approxi-
mately constant for a particular logic family or implementation strategy. Speed and
power dissipation are important parameters in digital-system design decisions, and
the speed-power product is sometimes used as a measure of efficiency by which
alternative families are compared. I

The asymmetry between the resistive pullup and saturated transistor pulldown tends
to make opposite-going transitions propagate at differing rates through RTL devices,
yielding in effect separate propagation delays for rising and falling edges. Aside from
its other disadvantages, this disparity complicates enormously the conceptual model
of the devices necessary to use them effectively; in particular, it casts suspicious light
on our lumping of propagation delay into a simple single parameter. Figure 1.11
illustrates the more symmetrical output circuitry used in TTL logic.

The two output transistors are stacked in a rcw{ configuration, ar-
ranged so that valid output levels are asserted by one transistor being saturated while
the other is cut off. When the A input is low, the input transistor is cut off. Asa
result, the base of the upper (pullup) output transistor is pulled high and that transistor
saturates, while the base of the lower (pulldown) output transistor is pulled low and
that transistor is cut off. Consequently, the voltage at the output terminal C rises
close to the collector supply voltage V. Conversely, when the A input is high, the
input transistor saturates. The bases of the two output transistors are effectively wired
together and pulled to a low voltage by current going into the base of the pulldown
transistor, which saturates. The diode in series with the pullup transistor’s emitter
causes the voltage at that emitter to be higher than the voltage at C by the voltage drop
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Figure 1.12  Three-state driver.

across a conducting silicon diode (typically 0.7 V). As a result, the pullup transistor’s
emitter is at a high enough potential, relative to its base, that the transistor cuts off,
and the voltage at C drops to nearly zero.

Viewing the transistors as switches, we find that the circuit can provide a valid
high output voltage if it connects C to Ve about as definitively as it can short C
to ground to force it low. The passive resistive pullup of RTL logic has effectively
been replaced by an active switch (transistor), resulting in a faster device with more
similar rise and fall times.

A disadvantage of this scheme is that it rules out wired-OR interconnection of
outputs, since the interconnection of a high to a low output would result in a low
impedance path (through two saturated transistors) between Voo and ground. This
constraint is partially alleviated by the availability of three-state drivers (often called
tristate drivers), which feature a logic-level enable input. When enable carries a
logical 1, the driver behaves as a normal TTL driver; when enable carries a logical
0, both of the totem-pole output transistors are cut off, leaving the output terminal
floating. The symbol for a three-state driver is shown in figure 1.12, Several three-
state outputs may be connected, so long as the logic that drives their enable inputs is
designed to guarantee that at most one connected driver is enabled at any time. Of
course, a line connected only to disabled three-state drivers is left floating and should
generally be considered to carry an invalid logic level.

The goal of fast transitions dictates that the pair of totem-pole output transistors
change between cutoff and saturation as nearly simultaneously as possible; thus there
tends to be a brief period during each transition when both transistors are conducting.
This in turn presents (momentarily) a nearly short-circuit path between V¢ and
ground, tending to generate annoying supply voltage spikes that can interfere with
other logic devices sharing the same power supply. For this reason, it is common
practice to proliferate small filtering capacitors in TTL designs to smooth out supply-
voltage variations.

1.8.9 Saturation Charge

It has already been noted that electric charge stored in semiconductor junctions
and stray capacitances requires both time and power to move, and hence limits
the performance of digital circuits. This effect is due in large part to charge (and
hence delay) associated with switching a transistor in and out of saturation. Several
techniques have been developed to avoid delays stemming from saturation charge;
in each case, output transistors remain in their active region rather thanm becoming
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saturated. This leads to faster switching times, generally at the cost of increased
power ﬂumption.

Schottky TTL is similar in design to (and compatible with) standard TTL, except for
the incorporation of a very fast diode (a—Sc'h;aQ diode)Between the base and collector
of each transistor. This diode prevents the transistor from saturating and effectively
provides nonlinearity at the low-voltage end of its voltage-transfer characteristic, but
with greatly reduced charge storage.

Emitter-coupled logic (ECL) avoids nonlinearities at the saturation end of transistor
voltage-transfer curves altogether. Instead, it combines input transistors with output
transistors in such a way that either input or output transistors are cut off, thus using
the relatively fast cutoff nonlinearities to stabilize both logical output values. This
results in very fast switching times (on the order of a nanosecond) and ensures that
each gate will provide some current path to ground at all times, thus increasing power
dissipation.

1.8.10 Power and Density

The density at which logic gates can be packed onto a silicon chip is an important
factor in both cost and performance. Integrated circuits that can be reliably man-
ufactured involve a marginal production cost that is relatively independent of the
complexity of the circuit they contain. Thus, to a first approximation, a small-scale
integrated circuit containing a few dozen gates might have a price similar to that of
a complete computer chip in high-volume production. Moreover, for a variety of
reasons, electric signals take longer to propagate bws than to propagate
between gates on the same chip. Thus a complete single-chip computer is likely to
outperform one that distributes the same technology among several chips, because of
the increased interchip communication time. These and other factors have stimulated
a strong push to increase the densities of integrated circuits; these have improved
from the level of a few gates per chip in the mid-1960s to numbers in the hundreds
of thousands by the late 1980s.

Density, however, is limited by several factors. Among these is the optical tech-
nology used to inscribe circuits on silicon, which limits (currently to a micron or so)
the width of the on-chip lines that make up the circuit. Clearly the complexity of the
basic gate design further limits the number of gates on a chip. Finally, the power
consumed by each gate, coupled with the physical constraints on the amount of heat
an integrated-circuit package can dissipate, is a fundamental limitation and provides
a principal motivation for our concern with power dissipation as a parameter of gate
technology.

Currently the highest densities are obtainable using metal-oxide semiconductor
(MOS) technologies. The basic switching element in an MOS gate is aﬁf_z!a_”-eﬁecf—ﬁ
* transisior, or FET, whose principal characteristic is its very high input impedance:
An input to an FET draws virtually no current and hence consumes virtually no
power. The combination of very low power consumption and a very simple gate
design allows high densities and hence very complex functions on a single integrated
circuit. Nearly all of the single-chip computers, for example, use MOS technologies.
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Drain

Gate »—‘

Source

Figure 1.13 n-channel FET.
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Figure 1.14 NMOS inverter.

MOS transistors, like bipolar ones, come in two polarities, called n-channe! and
p-channel, respectively. Figure 1.13 shows an n-channel FET. Note that it is a three-
términal device, which for our purposes can be viewed as a voltage-controlled switch.
So long as the drain has a positive voltage with respect to the source, current flows
from the drain to the source when the gaf!e_,};gltage is high (approaching the drain
voltage) but not when the gate voltage is low (near the source voltage).

A common digital MOS technology—NMOS—uses n-channel FETs as the basic
switching element. The basic NMOS gate (figure 1.14) is similar to the RTL gate,
using a resistive pullup* and an active pulldown; the big difference between NMOS
and RTL gates is the much greater currents (and lower resistances) of the latter.

An MOS technology using active pullups, called”CMOS (for complementary
MOS), combines n- and p-channel FETs to form a gate with very low power dissipa-
tion. A CMOS gate may be viewed as two series-connected switches (similar to the
totem-pole outputs of TTL), arranged so that one switch or the other is always open.

Thus a quiescent CMOS gate provides no path for current to flow between Vpp

4 In fact, since resistors are very awkward to implement using NMOS technology, a fixed-bias depletion-
mode FET is used as the pullup. To a good first approximation, the depletion-mode pullup may be viewed
as a resistor.
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Figure 1.15 CMOS inverter.

and ground; furthermore, because of the high impedances of FET inputs, negligible
amounts of current are drawn by other CMOS devices connected to its output. The
result is that CMOS logic consumes very little power except during transitions,
leading to a speed-power product several orders of magnitude better than those of
other logic families. CMOS offers high noise immunity, allows a wide range of
power-supply voltages, and is generally easy to design with; for these reasons, it has
become the technology of choice for large-scale integrated circuits.

Each of the MOS technologies requires relatively complex buffers to interface the
very-high-impedance MOS gates to external (off-chip) logic. As a result, they are
generally used only for complex functions (such as calculator chips and microproces-
sors) where the number of external connections is small compared with the number
of MOS gates involved.

1.9 Summary

\,Ja{f {9( CZMS
‘T[Of g

\Dw%

The technology discussed in this chapter provides the basis for the fundamental
abstraction of digital systems. It allows systems to be constructed by designers
wh are largely ignorant of the underlying electronics, who deal with the primitive
elements (such as gates) strictly in the digital domain, and who agree to abide by the
simple rules (such as fanout and synchrony) upon which we insist.

It should be emphasized that our goal has not been to deal seriously with the
topic of logic gate design. Although the examples given were based on electronic
implementimﬁader should recognize that the fundamental issues are not
electronic; they apply equally to the realization of digital values as mechanical tension,
fluid pressures, or any other continuously variable physical paramcfcmch case
nonlinearities, gain, and the “forbidden zone™ will play essential roles. Each will
involve speed-power trade-offs, noise, and propagation delays. An appreciation of
the electronic details of the preceding examples is not essential to the understanding
or even the effective design of digital systems; indeed, the degree of naivete they

allow their users is precisely their value as an abstraction. It is important, however, to

e e —
)

The Digital Abstraction 23



recognize the limits to the abstraction and the physical constraints from which they
——

derive,
il

1.10 Context

The RTL and NMOS logic families were the progenitors of logic ICs (early 1960s)
and VLSI (early 1970s), respectively, but each is now obsolete. Surviving families
of off-the-shelf logic chips include ECL and the still ubiquitous TTL; the venerated
TTL Data Book [T1 1984] will provide the uninitiated reader with a glimpse of
the Tinkertoy-set world that has been available to the digital designer for a quarter
century. Many contemporary textbooks on digital design, such as Hill and Peterson
[1987], treat the subject of this and the following several chapters at a more detailed
but still introductory level.

Logic implementation issues are treated in the context of NMOS technology in
the classic Mead and Conway [1980], which precipitated something of a revolution
by popularizing VLSI design beyond the engineering elite. Weste and Eshraghian
[1985] perform a similar service for CMOS, the current vogue among custom chip
design technologies.

1.11 Problems

24

Problem 1.1 Logic Functions:

A. Using suitable values for valid logic levels and noise margins, what logic function
does the device with the above transfer characteristic compute? Assume the
convention of positive logic.
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B. What function is computed by the above device if we assume negative logic?

Problem 1.2 Base 3 Numbering:

Ternary is a term referring to the number system in base 3. Consider a convention
in which a ternary digit is represented as an electric voltage between 0 and 10 V. Let
0-1 V represent a valid “0” output, 4-6 V a valid “1” output, and 9-10 V a valid “2”
output.

A. Assuming noise margins 1 V wide, show the mapping of logic levels to voltages
for this ternary system. Include valid logic-level outputs, noise margins, and
forbidden zones. Your result should resemble figure 1.1.

B. Graph the transfer characteristic for a device capable of acting as a ternary logic

buffer, that is, a device that produces at its output the same logic level present at
its input, as shown below:

m~l> ouT

IN ouT
0 0

1 1

2 2

C. Can a device with the following transfer characteristic be used as a ternary logic
buffer? Why or why not?

D. How many bits of information are carried in a ternary signal on a single wire?

E. How many different combinations of valid logic levels can be encoded on three
ternary wires? How many bits of information does this represent? How many
wires would be needed to carry this same amount of information in binary?

F. What is the information flow in bits per second for three ternary wires if a new set
of values is sent every 10 ms?
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G. What is the information flow in bits per second for three binary wires if a new set
of values is sent every 10 ms?

Problem 1.3 RTL Logic:
An RTL inverter circuit has the transfer characteristic diagrammed below:

PR ks R R

. Qi R -\ .

N

0 : : } i i Vi
0 1 2 3 4 5

For suitable values of the threshold voltages Vi, Va, V3, and Vjy in the figure below,
this RTL inverter obeys the static discipline.

Valid Valid
0 Noise margin Noise margin 1
out out
ov ¥ ¥ V3 Vs 5V

A. What is the smallest possible width for the forbidden zone (that is, what is the
smallest possible value of V3 — V5) if the noise margins are each at least 0.5 V
wide? Give values of Vi, Vs, Vi, and Vy corresponding to this minimum width.
Why can’t the forbidden zone be made any smaller than this?

The above transfer characteristic is for an unloaded RTL inverter, that is, an inverter
with no other logic circuits connected to its output. If other logic circuits are
connected to this output, they will draw current from it and affect the shape of the
transfer characteristic. Some of'these altered transfer characteristics are shown below.
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Unloaded output
5 inputs connected to output
10 inputs connected to output

B. Pick threshold voltages V;, V5, V3, and Vj, as before, so that the static discipline is
obeyed where individual inverters have a fanout of no more than 5. In other words,
the transfer curve of any individual inverter may be that of an unloaded inverter,
or an inverter loaded with five logic inputs, or anywhere in between. Continue
to allow noise margins of at least 0.5 V. Briefly explain the constraints on your
selection (such as “V) cannot be greater than 2 V because...”).

C. If the fanout of some inverters is increased to 10, is it still possible to pick Vi, Va,
V3, and Vj to allow noise margins of 0.5 V? Why or why not?

Problem 1.4 Transfer Characteristics:

Is it possible to assign valid logic level and noise margin boundaries so that a device
with the following transfer characteristic would serve as an inverter? Briefly explain
your reasoning.

Vﬂl.ﬂ

L

Problem 1.5 Transfer Characteristics I1: ‘
Is it possible to assign valid logic levels and noise margin boundaries so that a device

The Digital Abstraction 27



28

with the following transfer characteristic would serve as an inverter? Briefly explain
your reasoning.

Vout

Problem 1.6 Barracks Logic:

Barracks logic is built out of sleeping soldiers covered by electric blankets. Each
blanket has a control switch with discrete control settings ranging in 5-degree (Fahren-
heit) intervals from 0 to 50 degrees. The temperature of a soldier covered by one
or more electric blankets will be the sum of the ambient temperature in the barracks
plus the setting on the controller for each blanket.

Each soldier has a preferred sleeping temperature, which varies from individual to
individual but is always within the range of 60 to 80 degrees, inclusive. If a soldier’s
temperature departs from his preferred temperature, he will wake up once every
minute and adjust the control by one 5-degree increment in the direction he would
like his temperature to be modified (if he is cold, he will increase the setting on his
control, and vice versa). He will continue these adjustments by 5-degree increments
until he once again reaches his preferred temperature (and goes to sleep) or runs out
of settings (in which case he grumbles angrily in bed).

If every soldier is allowed to control his own blanket, each will soon reach his
preferred temperature and slide into nocturnal bliss (assuming a suitable ambient
temperature). The interesting aspects of barracks logic result from switching the
controls of the various blankets to different soldiers. Inputs to the system are accom-
plished by placing a few controls in the hands of outsiders, and outputs are read from
the control settings of certain soldiers designated by the logic designer.

A. Draw the graph of output control setting vs. input control setting for a typical
soldier in steady state. Assume an ambient temperature of 40 degrees. Mark
your graph with good choices of the valid regions for the two logical values,
the forbidden zone, and the noise margins. Let logical 0 be when a control is
completely off and logical 1 be when the control is completely on (or at the
highest setting).

B. List some sources of noise that justify the need for noise margins.
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C. Even though it is the middle of February, a sudden warm spell raises the ambient
temperature in our barracks logic system to 55 degrees. Sketch a new graph of
output control setting vs. input control setting in the warmer barracks.

D. Over what range of ambient temperatures will barracks logic function reliably?

E. Does the following arrangement perform a useful function? What is it?

Input

Output

F. A model HOT-1 electric blanket control can power 1200 W of blankets. A model
HOT-BED electric blanket requires 275 W. What is the fanout of a HOT-1? What
might happen if this rating is exceeded? Is there more danger of exceeding the
rating at an output value of logical 0 or logical 1?

G. To create a system with multiple inputs, we allow several blankets to be placed
over a single soldier. What is the maximum fanin possible in barracks logic if 170
degrees is the highest temperature a soldier can tolerate without his characteristics
being permanently altered?

H. Show how to build a NOR gate and an AND gate in barracks logic.

I. Explain what causes rise time, fall time, and propagation delay in barracks logic.
Give worst-case numerical values for each of these parameters for the barracks
logic inverter. (Let rise time be the time from when an output leaves the valid
logical 0 range until it enters the valid logical 1 range, and vice versa for fall time.
For propagation delay, use the time from when the input switches to a valid logic
level to the time when the output switches to a valid logic level.)

Problem 1.7
An inverter has propagation delay ¢4 and rise time £,. What is the propagation delay
and rise time of three inverters connected in series?

Problem 1.8
Consider a family of logic in which
Va = 06V,
Voo = 28V,
Vo = 10V,
Vih = 22V.

A. How wide are the 0 and the 1 noise margins (in volts)?

B. What is the smallest average voltage gain that a buffer in this family must exhibit
over the range Vi < Vi, < Vip? (Recall that a buffer is a combinational device
that asserts on its output the same logical value that it senses at its input.)
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Problem 1.9

Consider a logic buffer (output logic value = input logic value) in a family of logic
parameterized by the following mapping of voltages to logic levels:

valid " Forbidden

. zone

i

Valid
1

S~ o
EREE SR

Vol Vi Vin Von
A. What is the minimum gain a buffer must exhibit over the forbidden zone in order
to obey the static discipline with this convention?
B. Sketch the voltage-transfer characteristic of a buffer in this logic family.

C. Let V; be a voltage that, when applied to the inverter’s input terminal, yields V at
the buffer’s output. Give a range of possible values for V;.

Problem 1.10 Propagation Delay and Rise Time:
Assume that all gates have a propagation delay t,,4 and a rise time #,. What is the
maximum propagation delay and rise time of the following circuit?

—

Problem 1.11

Suppose we have an inverter with the following transfer characteristic, where V,,,
Vin, Vo1, and V) are defined as in figure 1.1.
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A. What are the sizes of the noise margins for this inverter?

B. Consider a single inverter having the above transfer characteristic, conventionally
diagrammed as shown below. To what value could IN drop before OUT would
cease to be a valid low output?

=5V —>0—— ou=0v

C. Now consider three cascaded inverters, each having the transfer characteristic
shown above:

m=5v —>0—[>0—[>0— ou=ov

To what value could IN drop before OUT would cease to be a valid low output?

D. Suppose we put a box around these three cascaded inverters and called the box a
NEW INVERTER. If I, =4 V and V;,; = 1 V, what are the noise margins for this
NEW INVERTER?

E. Give two reasons why this type of cascading is not a good way to increase noise
margins.
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Gk 117 Y The Digital Abstraction Concrete encoding of information
o To this point we've discussed encoding information using
1. Making bits concrete bits. But where do bits come from?
2. What makes a good bit If we’ re going to design a machine that manipulates
3. Getting bits under contract information, how should that information be physically
N A encoded?
\
fQP(&Q/ﬁ@j Nl })‘}L it i
Wi 1 B A A A
@ @ﬁy@ ‘ﬂﬂ ‘3@ {H Oneif by land, and two if by sr;'u:
What makes a good bit? Jesheoy Hd e @4’ "5’
- cheap (we want a lot of them) / !‘24/
- stable (reliable, repeatable) 73
— n iy
- ease of manipulation
Handouts: Lecture Slides (access, transform, combine, transmit, store)
on §! bt ad ince we're EE’
Substrates for computation " a0y But, since we're EE s...
We can build upon almost any physical
phenomeron... Stick with things we know about:
" voltages phase
Wait! ':’/,’ i currents frequency
Those last ones = (/:’ _\\\
""”"V‘ i “larterns— 5‘\\‘\ ,"/:, This semester we'll use @Mto encode information. But the best choice
depends on the intended application... _l/"
ey
Yoltage pros: ek
easy generation, detection 2 C
lots of engineering knowledge
potantial]y]nvfpowj‘r in steady state
\
zZero h
Voltage cons: (S(p L w?jfwaf
easily affected by environment g "’é‘
DC connectivity required? e A
R & C effects slow things down I :"j L\@P%
it N amaricanachentiat oog/templat /A sas tD Lol panetid! 14340 =P
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PH’U! &

Representing information with voltage h
~Sroe

Representation of each point (x, y) on a B&W Picture:

BLACK “P(‘7

O volts:

1 volt: WHITE
0.37 volts: 37% Gray
etc.

Representation of a picture:
Scan points in some prescribed
raster order... generate voltage
waveform

How much information
at each point?

12011 21311

Information Processing = Computation

First let’ s introduce some processing blocks:

(opar of M%
ALEEI ey R

b locks

6004 -Fal 2011 1311 LOZ - Digital Abstraction 6
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Why have processing blocks?

The goal of modular design:
Abstraction

Lol - bl Gomle

What does that mean, anyway? 516[1‘“ \"’/D Jﬂ(,
*  Rules simple enough for a 6-3 to follow...
*  Understanding BEHAVIOR (EA] EE— A’&
*  without knowing IMPLEMENTATION e JL(‘E’ l“Wb
*  Predictable composition of functions ~

*  Tinker-toy assembly N 4
*  Guaranteed behavior, ?
* under REAL WORLD circumstances

21311 LO2Z - Digital Abstrac

Let’ s build a system!

¥ By
o :

" Thoor 7 Bvaf

( fpl 2(@‘

| Copy | v —
— e} — [}

B

T

(Reality)

= = =z

QA outpu
(M ﬂcv“ﬁ( (ea/
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Why did our system fail?

Why doesn’ t reality match theory? :
1.COPY Operator doesn’t work right ) /n (qu'lb} (C J(D
2.INVERSION Operator doesn't work right
3. Theory is imperfect K&,O ?Q(QU}Y
4. Reality is imperfect
5. Our system architecture stinks

ANSWER: all of the above!

Noise and inaccuracy are inevitable; we cant reliably
reproduce infinite information-- we must design our
system to tolerate some amount of errorifit is to

process information reliably.
(T \ad b

ytal Abstraction 9
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The Key to System Design

A systemis a structure that is guaranteed to exhibit a
" v . . "'_—-___—-_-.
specified behavior, assumi omponents
obey their specified behaviors.

u b How is this achieved?
e

ke, alde %o Contracts!

\
{_(1 )(p LJ\ Every system component will have clear obligations
and responsibilities. If these are maintained we have

5‘[&0‘“‘” every right to expect the system to behave as

W planned. If contracts are violated all bets are off.
Ny (oﬂfClA

i o0
¢ e\ o

91311
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The Digital Panacea ...

Why digital?
... because it keeps the contracts simple!

The price we pay for this robustpess:

N
All the information that we transfer between
b modules is only 1 crummy bit!

Oor1

But, we get a guarantee of reliable processing.

At gl M bt bR

— Go haadle 1+
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\ Ergs or Gallons

The Digital Abstraction

“Ideal”

—_—

Abstract World

Bits

Real World

Volts or
Electrons or

Keep in mind that the world is not digital, we would simply like to
engineer it to behave that way. Furthermore, we must use real

physical phenomena to implement digital designs!
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Using Voltages “Digitally”

® Key idea: don’ t allow “0” to be mistaken fora “1” or vice versa
Sempmp— “" . " L

® Use the same " uniform representation convention” for every
component and wire in our digital system

® Toimplement devices with high reliability, we outlaw “close calls” viaa
representation convention which forbids a range of voltages between

“On - n,] u‘
f——— [nvalid ———
Valid valid
“g" Forbidden Zone £
7 volts e
’ 4 M
O(ﬁawﬁ(l - JMIL g1=//5N
CONSEQUENCE: d«D -P/‘th/ ‘

Notion of “VALID" and “INVALID" logic levels

6004 -Fall 2011 91311 LO2 - Digital Abstraction 13
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A Digital Processing Element

A combinational device is a circuit element that has

(~ — oneormore digital inputs 0
= oneor more digital gutputs

a functional specification that details the value of each
output for every possible combination of valid input values

( d,“ﬁ b

Static
discipline - atiming specification consisting (at minimum) of an upper
bound t, on the required time for the device toomipute
the specified output values from an arbitrary set of stable,

valid input values
(£t Spc

bt 0ut,putl"1'h‘n
Input A least 2 outiof 3 of
—_ L myinputs area ®1%.
; herwise, output "0,
input B 4 g idcks ol output.Y ga f
- vy | [ Gowp QS
input C % - lwillgenerate avalid
t output Inno mora than
2 minutes after
seeing valld inputs,
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A Combinational Digital System
e (ar \N@\k Yo WP

A set ofinterconnected elements is a
combinational device if
= - each circuit element is combinational

- everyinputis connected to exactly one output

or to some vast supply of constant O's and 1’s _
alt
\

- the circuit contains no directed cycles ! é,/ e@k
[ e

Ak abat-etje
o  Lyston

W

Why is this true?

Given an acyclic circuit meeting the above
constraints, we can derive functional and timing
specs for the input/output behavior from the
specs of its components!

We' ll see lots of examples soon. But first, we need
to build some combinational devices to work
with...

o131 LOZ - Dig'tal Abatraction 15
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Wires: theory vs. practice

Does a wire obey the static discipline?

Noise: changes voltage...

b
vin Vd vout
(voltage close to boundary (voltage in forbidden zone:
with forbidden zone) Oops. not a valid voltagel)

50 fﬁ CM&WM!M:{
device

JWME] \/(blu

Questions to ask durselves:

In digital systems, where does noise come from?
How big an effect are we talking about?
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Fower supply

L’ s from chip leads

Power

Supply Noise
\-;____________-____/’

Integrated circuit

AV from: g’,‘/ ay
* [Rdrop A}

(between gates: 30mV, within module: 50mV, across chip: 350mV)
¢ L(dl/dt) drop

(use extra pins and bypass caps to keep within 250mV)
¢ LC ringing triggered by current "51;eps”

R'sand C’ s from Aluminum  Current loads from on-

wiring layers chip devices

‘u A gﬁ““’H I v ( +O
p et |
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Crosstalk

If node B is driven /

Capechly r gl ol

This situation frequently happens on integrated circuits where there
are many overlapping wiring layers. In a modern integrated circuit AV,
might be 2.5V, Cy = 20fF and C, = 10fF = AV, = 0.63V! Designers
often try to avoid these really bad cases by careful routing of signals,
but some crosstalk is unavoidable.
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(RN, g

Sequential Interference Al (fflge,

AV from energy storage left over from earlier signaling on the wire: T{,MLS

« transmission line discontinuities
(reflections off of impedance mismatches and terminations)

Iyt "
[ i ) 0 2 Ry=Zellte)

. Wage in RC circuit
(narrow pulses are lost due to
incomplete transitions)

A

42 p 42 ¢
1 I 1C

I:""" ¥ DallylFia.6-19

[Dally)Fig. 6-20

Jiffpert vale

.

} B 24y ] (Pally]Fig. 6-17

* RLC ringing (triggered by voltage “steps”)

Fix: slower operation, limiting
voltage swings and slew rates
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Needed: Noise Margins!

Contract

Does a wire obey the static discipline?

v

in

(marginally valid) (inva[idl)

%

No! A combinational device must restore marginally valid signals. It

must accept marginal inputs and provide unquestionable outputs
(i.e., to leave room for noise).

VALID INPUT REFRESENTATIONS
o

~
valid N id 5
AN\ D i It
voIts
Vo Y Vi Vo €0MMbe ngaws
._________)-__ ~—A‘.—"/

- ~
TS NOISEMARGINS

VALID OUTPUT REPRESENTATIONS
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A Bu;FFer
jul prosents

o—+—o

[redes vale
1—>—1

A simple sambr’na/tiaﬂa! device:

) : '
l/'“(QL Vo ,-/?E’ Cllar .{(Sftc
Can this be a combinational device?

Suppose that you measured the voltage transfer curve of the device shown below.
Could we build a logic family using it as a single-input combinational device?

f’foé/%

* Use voltages to encode information
- “Digital” encoding
+ valid voltage levels for representing “0” and “1”
+ forbidden zone avoids mistaking “0” for “1” and vice versa
+ gives rise to notion of signal VALIDITY.
*Noise
+ Want to tolerate real-world conditions: NOISE.
+ Key: tougher standards for output than for input
+ devices must have gain and have a non-linear VTC
- Combinational devices
+ Each logic family has Tinkertoy-set simplicity, modularity
- predictable composition: “parts work — whole thing works”
+ static discipline
*digital inputs, outputs; restore marginal input voltages
* complete functional spec
* valid inputs lead to valid outputs in bounded time
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Building Logic w/ Transistors

It' s about

913111

6004 -Fal 2011

\ { |
qut V|J3 ve
b(&\d’fd Fl % ‘1} D{(, ‘qo (g% Vour Vi Hmmm, it had better be an INVERTER. ..
Voh 5 (0.5) The device must be able to actually produce
Voltage Transfer Characteristic (VTC):, ol | the desired output level. Thus, V,, can be
Vi Plot of V. ve. V,, where each 4 |0 '*% vl [
3 # |
@ measl.;rementls t.aken afterany [N Vi VR OVfM
1 l V. transients have died out. Vi ]
he il ] Vymust be high enough to produce v,
l ) Note: VTC does not tell you anything about 2 |- m‘fﬂ (e
a1 Mn how fast a deviceis — it measures % g C’f ﬁf
: " . } 7,
jr k 7‘ v @ 53{%‘“9%% e ’ Vi A Now, ehoose noise margins - find an N and set (
vul vil vih oh VOL i R trmm Von=VYu+N
6ot vt o g 0o 3
\ (LN M"_\N \/a L{ n deL- - Ua [i o/ (o] 1 2 3 4 5 Vi IN generates V;, orless out; AND
Static Discipline requires that the VTC avoid the shaded regions (aka vl v V, IN generates V,,,, or more out.
I)( “forbidden zones ), which correspond to valid inputs but invalid gutputs, ok l}nw | oL Y,
oGl > 1 maben e I by Gl |
3 Net result: combina'\tional devices must have GAIN > 1 and be NONLINEAR/ / Lj { [N
6004 -Fall 2011 R ’ a113n ‘| LO2 - Digit st s G004 -Fal 2011 ({' h1% 91311 LO2 - Digital Abstraction 22
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Summary Next time:
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CMOS Technology

1. Qualitative MOSFET model
2.CMOS logic gates
. 3. CMOS design issues

pdiff |

NEXT WEEK:
*THU: Lab 1 due!
«FRIEQUIZ 111

@fﬁ‘h‘ on 1’( wgh]d-

U\)i‘llt‘\M\b MOSFETS: Gain & non- lmearltyv
0

gate

Ceatcolle
fe

I o WIL|

has

MOSFETs (metal-oxide-semiconductor field-effect transistors) are four-
terminal voltage-controlled switches. Current flows between the

create a conducting “channel”, otherwise the mosfet is off and the
diffusion terminals areno ed.
—_—

1511 LO3 - CMO5 Technology 3

#V ganl(’

/Y|

dﬁ%’;mmals if the voltage onthe gate terminal is large enough to £wa\, d(’ Y

(va/(%enhnﬁ b

Vo™
)

MD(Q

in

H

(‘gdy@ ““’6""“‘”7 \/ahl b‘f}

SAadg! "\4) Vd.id ins b“f '1°+ wa'a 0/15

¥ os \/oHage

Combinational Device Wish List

Mugf-

ah 7]

v Design our system to tolerate
some amount of error
= Add positive noise margins
= VTC: gain>1 & nonlinearity Nule vp
—

v’ Lots of gain = big noise margin

v’ Cheap, small

v’ Changing voltages will require
us to dissipate power, but ifg_g
voltages are changing, we’ d like

v" Want to build devices with
useful functionality (what sort
of operations do we want to

perform?) M k,acﬁ“b

1511 LOB - CMOS Technoloay 2

L\Orj.} x,/&]

{
{thua é(i-w:’
3, FETs as switches
L5 C la{; 9
The four terminals of a Field Effect Transistor (gate, source, drain and bulk)
connect to conductors that generate a complicated set of electric fields in the
channel region which depend on the refl_t_ige_ﬁl_taaﬁﬁ.aﬁeac.h terminal,
O gate
! source drain
Depleti?n region n
(no carriers)
forms at PN
junction. Self T+ ‘ [QL’C }‘ c}‘
i < S inversio
insulating! > 3 o
: 6 appens here
INVERSION: bulkgm” a ("" “‘ ‘EONDUCTION
n A sufficiently strong vertical field will attract enough If a channel exists, a
electrons to the surface to create a conducting n- horizontal field will
type channel between the source and drain. The gate cause a drift current
voltage when the channel first forms is called the from the drain to the
thr.—.sho.’d voltage -- the mosfet switch goes from “off” source
B004 -Fall 201 9715411 LO3 - MOS Technoleay 4 (—-——Q
VO”M@ Nilfer i) 1 thuel] ey




Cane. ~ pank Ploces)
FETs come in two flavors | CMOS Recipe
N‘FETi'“'WPG source/drain PFET: p-type source/drain If we follow two rules when constructing CMOS circuits then we can model the
diffusionsin a p-type substrate. diffusions in a n-type substrate. behavior of the mosfets as simple switches:
Positive threshold voltage; Negative threshold voltage; |
inversion forms n-type channel inversion forms p-type channel. | Rule #1: only use NFETs in pulldown circuits (paths from output node to GND)

Rule #2: only use F’FET@ in w ircuits (paths from output node to Vp;) ‘

557 Very 6004 Onl'[ 93 o -‘
"J_HEHEL }L ;! 6"&4"} ‘ hlﬂirﬂﬂ[‘i we G-ih qu_j L'O?f;/f

0 =
E "'54;":1& Coe apyl 2™
s e ‘ NFET Operating regions: PFET Operating regions:
i o \ |
G _{1 e o POWI i “off": “off”: Y
.{J?P V6 < Viunrer f/ Vo> Voo + Vinprer S D
|
° | fe ’w‘u of vtk | ==
: on :
|| V V. V.<V vV i@, 6
The use of both NFETs and PFETs - complimentary transistor types - is a key [ | > Vorer 5 — WA i &< Yoo T“{F/E\T S — D
to CMOS (complementary MOS) logic families. | |
: ’ 5 - ‘ | ~Voo/5 ‘{Mﬂ rd"‘ ~-Viynrer
: 1 9/15/11 i LOB - CMOS Technoloay &

G004 -Fal2011

-“Can Completly Col V”mﬂe on witt L/ igh *gal |

l CMOS Inverter VTC ~ Beyond Inverters:
\»,pt Vi kT, | Complementary pullups and pulldowns
n e

Steady state reached 1

nﬁ ‘S Wi L et w:en Vf"”‘ GBS R | Now you know what the “C”
5 n_: whers by = o ! / in CMOS stands for!
- Yoir Wi s We want complementar;f pullup and pulldown [oglc, i.e., the
enV,, is low, the =1 enV,,is high, the |
nfetis offand thepfet Vo et 15.0F and thantet | pulldown should be "on~ whenthe pullup is “off” and vice
is on, so current flows i is on, so current flows Yersa.
int; the output nlnlnde K| out of the output node A pullup pulldown F(A,,...,An)
and Vy,;; eventually and V,,; eventually | ( v ,H ' : “_n
reaches Vyp (= Vo) at ul reaches GND (= V) ] ar off driven 2 1 i
which point no more at which point no more “, COWij Oﬁ: on driven O
current will flow. : current will flow. on driven St
fet "On" et “O‘H:" [ i
e l v, I;’iet o ‘ ofF off no connection
il 'J‘/ N /‘
u G h\ \L(m‘ 3 ‘ { Since there's plenty of capacitance on the output node, when the

When VIN is in the middle, both the pfet and n are on' and the shape of the VTC (OW{,U | output becomes dlaconncctzd it remembers its prewous voltage --

depends on the details of the devices' characteristics. CM0OS gates have very high galn atleast fora while. The “memory” is the load capacitor’'s charge.

in this region (small changes in V,, produce large changes in V1) and the VTC is almost a Q d« m‘ Eﬁ:}:«:ﬂge GU!‘Qenti WI”fcauiejlh;entual decay of the charge (that's why

step function. o) s need to be refreshed!). , L\

step wr |~o 4 b hile.for Cherqe

) - @ ‘ 24 -Fan2011 .% VJ l 151 J LO3 - CMOS Technalagy &

8ol

i |
o G ; }g'&fﬁé]{b\p’é = +rﬁ-’h$‘ o0 CO{}'I_J "'—4—"—'—_"4
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What a nice
meoul\mvau C'VOS Complemenﬁ
mote L

£ M #
@ conducts when Vg |El:g“ amﬂﬂclnducts when VGS is low P/m Vbﬂ
A LYY

P~ B

B Complasial

conducts when A is low
is low: A+B=AB

conducts when A is high
and P is high: A'B

T
A - S
B

I
conducts when A is low [P \[- l 0 |
andBislow:AB=A+5 WRYWA U ‘ ‘

conducts when A is high
or Bis high: A+B

Here' s another...

—

What function does
this gate compute?

NOR

(tal CIMOS oube
0 J A pop quiz!

What function does
this gate compute?

{"’r/r h iéf/b/p

00
0 1 NAND
10
1 1
heel fo chedk ﬁ’V// P as 4
COST: ; :
+$ 3500 per 300mm wafer

+ 300mm round wafer = 1t(150e)2 = .07m?

*NAND gate = (62)(16)(45¢e9)2=2.66e12m?
+ 2.6e"% NAND gates/wafer (= 100 billion FETS!) |
. marg:na] cost of NAND gate 1 32n$

16 4
Current technolo

1A =45mm

6004 -Fal 2011 115011 LO3 - CMO% Technoloay 10

(e soess b Sme %Jm X
General CMOS gate recipe

Step 1. Figure out pulldown network that AT
does what youwant, eg, F=4 o(B+C)
(What combination of inputs B Fec

generates a low output)
/\vd‘ b . Juaf

Step 2. Walk the hierarchy replacing nfets

m!dil MLd)'*(/ ”

with pfets, series subnets with parallel ” B
subnets, and parallel subnets with series ¢
subnets
m\b# bQ. (Aﬂ@%kf So, whats the big
- '1 h deal?
Only | (endll T,
Step 3. Combine pfet pullup network e iy
from Step 2 with nfet pulldown 4
network from Step 1 to form fully- A
complementary CMOS gate. o B
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A Quick Review | Big Issue 1: Time

+ A combinational device is a circuit element that has
7 - oneormoredigital inputs s 4|>C‘ 4D0‘

- one or more digital outputs i |
- afunctional specification that details the value of each output for 1 A
cratle J every possible combination of valid input values I/L&& .}'
- a timing specification consisting (at minimum) of an upper bound ] autl Vin f‘
P&‘ m VINI lvr'l‘v'i l

tpp on the required time for the device to compute the specified
lﬂbfﬂﬂ!&

discipline

output values from an arbitrary set of stable, valid input values

oA IfCis 1 thencopy Ato Y. 'l 1
om0 P | | Wire delays:
| will generate a valid [ = : '
input C uuf.p;c;:ﬂr;:::;r::haﬂ | TRC - 5OP5/mm
e ‘ Implies > 1 ns to traverse a 20mm x 20mm chip

This is a long time in a 2GHz processor

/7

Contamination Delay
——— —

an optional, additional timing spec

Due to unavoidable delays. ..

Propagation delay (typ): . :
An LLPFEE_R~BOUND onthe de]ay from valid mputs INV_&UD [I"IEuts take time to propagate, too...
tovalid outputs. Vi
Vi I

| GOAL: Vi ‘ Do we really need t.,? -
f minimize 5 f —_—
Vi : 1 ! ’
: propagation | i (m—= ! Usually not... it" libe
va | delay! . important when we
| [ ] design circuits with

VQUT _}> &D - >tep registers (coming
soon!)

v ISSUE:
s < teo < Eep, K
e i e i If .5 is not specified,
Vo | Capacitances Voo )

safe to assume itgs-0.

low and ,
| transistors
Yo ] A | fast
; t;/vt \)\ " 4 CONTAMINATION DELAY, t,,
Hme consial ime constant A LOWER BOUND on the delay from any invalid inputto an invalid output
T = Rpp*C, T = Rpy*C,

915/ LO3 - CMOS3 Teahnology 16
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The Combinational Contract

AP
A Do B ol1
110

tpp propagation delay
t.pcontamination delay

--------

Must be > tCD

D >
Note: ‘N Must be

1. No Promises during XX
2. Default (conservative) spec: top =0

<tpp

Ohyeah... onelast timing issue

Z
G podke ooy

Recall the rules for combinational devices: , ON/ (‘ “‘9

Output guaranteed to be valid when all inputs have been ‘Z m | &l
TN P(CP

valid for at least tpp, and, outputs may become invalid no

iy
——

earlier than t, after an input changes!
—

Many gate implementations--e.g., CMOS—
adhere to even tighter restrictions.

CMOS NOR:

/’7 A

Acyclic Combinational Circuits

If NAND gates have atop; = 4nSand t.p = 1nS
=

tFD = 1 2 h5

tep is the minimuncumulative
contamination delay over all
paths from inputs to outputs

—

bp=__ 2 1S

S
~ "
7
tpp is the maximum cumulative

‘-—-‘—-———‘
propagation delay over all paths
from inputs to outputs

- é»v@sr fofye

What happens in this case?

= B

LENIENT Combinational Device:
“Output guaranteed to be valid when any combination of inputs
sufficient to determine output value has been valid for at least £,
Tolerates transitions -- and invalid levels -- on irrelevant inputs!

NoR: A BlZ  \m A BJZ %
ol1 NOR: O o4 —
oo R i
1 Xl z 7T
1lo o Z
CM 1511 \
h? My?&'ﬂl\

|




Big Issue 2: Power

V\ymoves from Vour moves from
|LtoHtolL | ' HtolLtoH

Mgf 3 r

Energy dissipated = C V,p2 percycle ¢ty y ﬂ*t Cr(/k’
Power consumee™= fn C V2 per chip Uabe

C discharges and
then recharges

where f = frequency of charge/discharge
il

n = number of gates /chip
—

(nChany?

LO3 - D05 Teckagloay 21

Unfortunately...

Modern chips (UltraSparc lll, Power4, Itanium 2)
dissipate from 80W to 150W witha Vdd = 1.2V
(Power supply current is = 100 Amps)

Cooling challenge is like making the filament of a
T00W incandescent lamp cool to the touch!

32 Amps (@220v)

Worse yet...

MIT Computation Center - Little room left to reduce Vdd

and Pizzeria -nC and f continue to grow
Hey: could we
. Somehow recycle
! velgottl':e the charge?
solution! /
S O

91511 LO3 - CMO5 Tecknology 22

MUST compu%ﬂmsumscmrgy?

(a tiny digression. ..

How energy-efficient can we make a gate? It
seems that switching the input to a NAND gate
will always dissipate some energy... '

NAND GATE:
2 bits — 1 bit
(information

Lossl)

Landauer’ s Principle (1961): discarding

informationis what costs energyl
PR Landauer: 1 bit = K-T-log(2)
Einstein: E = M.C?

@ =45 037 bits/pound?

\ o bp

Bennett (1973): Use re
bound to energy use!

Bennett, Fredkin, Feynman, others: Computer
systems constructed from info-
preserving elements.

FEYNMAN
GATE:

1 2bits— 2bits

(information

Freserving!)

Theory: NOlower bound on energy use!

AB
00
01
10
1

A a0 (W

Practice: Research frontier (qubits, etc.)

03 - CMOS Technoloay 23

Summary

+ CMOS

* Only use NFETs in pulldowns, PFETs in pullups — mosfets behave
as voltage-controlled switches

+ Series/parallel Pullup and pulldown switch circuits are
complementary
CMOS gates are naturally inverting (rising input transition can only
cause falling output transition, and vice versa).
“Perfect” VTC (high gain, V= Vop, Vo, = GND) means large noise
margins and no static power dissipation.

+ Timing specs

* tpp: upper bound on time from valid inputs to valid outputs
tp: lower bound on time from invalid inputs to invalid outputs
* Ifnot specified, assume t ., = 0
Lenient gates: output unaffected by some input transitions

Next time: logic simplification, other canonical forms

12011 9115111 LO3 - CMO5 Technoloay 24
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http://6004.csail. mit.edu/currentsemester/tutprobs/cmos_noanswers...

CMOS technology

Problem 1. The following diagram shows a schematic for the pulldown circuitry for a
particular CMOS gate:

CUTPUT

A. % What is the correct schematic for the pullup circuitry?

B. % Assuming the pullup circuitry is designed correctly, what is the logic function
implemented this gate?

C. % Assuming the pullup circuitry is designed correctly, when the output of the
CMOS gate above is a logic "0", in the steady state what would we expect the
voltage of the output terminal to be? What would be the voltage if the output were a
logic "1"?

Problem 2. The following diagram shows a schematic for the pullup circuitry for a
particular CMOS gate:

+3.3V

=

a—q o—{

A. X Draw a schematic for the pulldown circuitry for this CMOS gate.

F
f

B. % Assuming the pulldown circuitry is designed correctly, give an expression for the
logic function implemented by this gate.

Problem 3. Consider the following circuit built from nfets and pfets:

9/16/2011 10:14 AM 20f4

/

http://6004.csail.mit.edu/currentsemester/tutprobs/emos_noanswers...

—{ 3
T
|

-
—

A. % Can this circuit be used as a CMOS gate? If not, explain why. If so, what function
does it compute?

B. % If we wanted the output voltage to change more quickly when going from a logic
"0" to a logic "1", what changes would we make to the fets?

Problem 4. Consider the 4-input Boolean function Y = (A*B) + (C*D) where "*" is AND
and "+" is OR.

A. % Implement the function with a single 4-input CMOS gate and an inverter.

Problem 5. Anna Logue, a circuit designer who missed several early 6.004 lectures, is
struggling to design her first CMOS logic gate. She has implemented the following circuit:

a>d[ Jp<s
A > .

Anna has fabricated 100 test chips containing this circuit, and has a simple testing circuit
which allows her to try out her proposed gate statically for various combinations of the A
and B inputs. She has burned out 97 of her chips, and needs your help before destroying
the remaining three. She is certain she is applying only valid input voltages, and expects to
find a valid output at terminal C. Anna also keeps noticing a very faint smell of smoke.

A. What is burning out Anna's test chips? Give a specific scenario, including input

9/16/2011 10:14 AM



hup://6004.csail. mit.edu/currentsemester/tutprobs/cmos_noanswers,., http://6004.csail.mit.edu/currentsemester/tutprobs/cmos_noanswers...

values together with a description of the failure scenario. For what input B. Compute the output, Y, for each input combination and describe the function of the
combinations will this failure occur? above circuit.

B. Are there input combinations for which Anna can expect a valid output at C?

Explain. Problem 7. In lecture there was a brief overview of the CMOS fabrication process.
C. One of Anna's test chips has failed by burning out the pullup connected to A as well A. What keeps the source/drain diffusions of a MOSFET from shorting out to the
as the pulldown connected to B. Each of the burned out FETs appears as an open substrate or to each other?

circuit, but the rest of the circuit remains functional. Can the resulting circuit be used
as a combinational device whose two inputs are A and B? Explain its behavior for
each combination of valid inputs.

B. Why does reducing the thickness of the thin oxide layer improve the performance of
the mosfets?

D. In order to salvage her remaining three chips, Anna connects the A and B inputs of C. Why is silicon dioxide (SiO,) deposited right before a new wiring layer is added to

each and tries to use it as a single-input gate. Can the result be used as a single-input the surface of the wafer?

combinational device? Explain.

D. How are connections between the wiring layers made?

Problem 6. Occasionally you will come across a CMOS circuit where the complementary E. If one wanted to increase ]DS for a NFET, how should it's dimensions be changed?
nature of the n-channel pull-downs and p-channel pull-ups are not obvious, as in the circuit
shown below: F. Suppose there are two mosfets of width W and length L connected in parallel, i.e.,

all their terminal connections are identical. Given that Ing of a mosfet is

proportional to W/L, what would be the appropriate dimensions for a single mosfet
that would have the same I as the pair connected in parallel?

iC |

5

Note: When two wirss cross they are
connected if a dark circle is shoun at the
intersection. Otherwise, they are not

connected.

A. Construct a table that gives the on-off status of each transistor in the circuit above
for all combinations of inputs A and B.

3of4 9/16/2011 10: 14 AM 4of4 9/16/2011 10:14 AM
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Let’s build a MOSFET

Start with a 500 slice of a silicon ingot that has
been doped with an acceptor (typically boron) to
increase the concentration of holes tg 107 /em? -
10"8/cm3. At room temperature, all the dopants
in this p-type material are ionized, turning the
silicon into a semiconductor.

We'll build many copies of the same circuit
onto a single wafer. Only a certain percentage
of the chips will work; those that work will run
at different speeds. The yield decreases as
the size of the chips increases and the feature
size decreases.

Wafers are processed by automated
fabrication lines. To minimize the chance of
contaminants ruining a process step, great
care is taken to maintain a meticulously clean
environment., So put on your bunny suits and
let's begin...

5004 CW0S Fatricatior 1

The etching process

The exposed photoresist is removed with a solvent. The
unexposed photoresist remains, masking portions of the
underlying Si0, layer.

A chemical etch is then used to remove the revealed silicon

Finally, the remaining photoresist is removed witha
different solvent and we're left with pattern of insulating
Si0, on top of exposed p-type substrate.

6004 CWMOS Fabricatior 3

1

o

Creating patterns on the wafer

Images from: http:/iwww.intel.com/ htm

chipsfind

A “thick” (0.4u) layer of 5i0, is formed by oxidizing the
surface of the wafer with wet oxygen (we rustit!). The Si0,
will serve as insulation between the conductive substrate
and subsequent conductive layers we'll build on top of the
oxide.

Now we'll form a pattern in the Si0, using a mask & etch
process. First the wafer is coated with a layer of
photoresist. F‘hatar sist becomes soluble when exposed to

ultraviolet light... {lk hy kpy ?1_ _d,,/,“:i

Using a mask to protect parts of the wafer, we'll expose
those portions of the wafer where we want to remove the

: 1) * e .
photoresist. We'll use different masks when creating each
of the different structures on the wafer.

8004 W OS Fa-ization

Gate oxide & polysilicon

Now a “thin" (20 A) layer of S5i0,, called gate oxide, is grown
onthe surface. The gate oxide needs to be of high quality:
uniform thickness, no defects! The thinner the oxide, the
more oomph the FET will have (we'll see why soon) but the
harder it is to make it defect-free. Coming soonto a fab
nearyou: 12 A gate oxide...

On top of the thin oxide a 0.7u thick layer of polycrystalline silicon, called
for short, is deposited by CVD. The poly layer is patterned and plasma etche.
covered by poly is etched away too!) exposing the surface where the source and drain
junctions will be formed. Poly has a high sheet resistance of 20 £)/sq which can be reduced
by adding a layer of a silicided refractory metal such titanium (TiSi,), tantalum (TaSi,) or
molybdenum (MoSi,) => 1,3 or 5 QV/sq.

lysilicon or poly
in ox not

B004 W05 Fab-ization 4
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G004

6004

Donor implants are used to create self-aligned MOSFET source/drain
diffusions and substrate contacts. Usually As is preferred to obtain shallow
N-type diffusions and minimal lateral diffusion. High doses are needed to
riiake low resistance (25 )/ sq) diffusion wires. Afterwards a short thermal
annealing step is performed to repair surface damage caused by the
implantation.

—_—
This completes the construction of the MOSFET itself. Now we'll add the
metal wiring layers...

ChdGFabricaton 5

Multiple interconnect layers

IBM photomicrograph (Si0, has been removed!)

= Mectal 2

(f‘ni(e

MT/M2 via

Mosfet (under polysdicon gate)

CMIS Fabncaton 7

BOGA

Caner

Deposit Al/Cu
conductor

Etch away Al/Cu
leaving wires

Deposit Si0,
insulation

Etch openings
for vias/contacts

After a layer of Si0, insulation has been deposited, aluminum or
copper is deposited, patterned, then etched to form low-resistance
(.07 Q/sq) interconnect. With planarization of the Si0, (a mechanical
polishing step that creates a flat surface), multiple levels of metal
interconnect are possible -- & to & layers are common in today's
processes.

CMOS Fabrcation &
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MASSACHUSETTS INSTITUTE OF TECHNOLOGY
DEPARTMENT OF ELECTRICAL ENGINEERING AND COMPUTER SCIENCE

6.004 Computation Structures
Lab #1

General Information \Ol/e g// 22

Lab assignments are due on Thursdays; check the on-line course calendar for the actual due date
for each lab. Look at the on-line questions before you start to see what information you should
collect while working-on each 1ab. The on-lime questions can be loaded from the “On-line
assignments” page accessible from the navigation sidebar on the course website
(http://6004.csail.mit.edu). If you have difficulties, questions or suggestions with the on-line
system please send email to 6004-labs@csail.mit.edu.

You can visit each on-line question page as many times as necessary to complete the assignment
—you do not have to answer all the questions in a single session. Click on the “Save” button at
the bottom of the question page to save your answers. You can then come back to the page later
on and pick up where you left off. You can also check your answers at any time by clicking on
the “Check’ button. When the system detects that all your answers are correct (either because of

a “Check” or “Save”), it will give you credit for completing the assignment. 4
ol el be corglit
To receive credit for a lab, you’ll need to have a sho@vith a member of
the course staff and answer some questions about your work. Just come by the lab after you’ve
completed your check-in and talk with one of the on-duty staff. The meeting can happen after
the due date of the lab but to receive full credit you must complete the meeting within one

week of the lab due date. To avoid long waits choose a time other than Wednesday or
Thursday evenings.

The lab gets crowded just before an assignment is due and some of the problems are too long to
be done the night before the due date, so plan accordingly. There will be course staff in the lab
during the lat€afternoon and evening; check the course website for this semester’s schedule.

The 6.004 lab is located i@i@ld is open 24 hours-a-day, 7 days-a-week. An access code is
required for entry; it was given out in the email that included your section assignment. The lab
has Linux-Athena workstations that can be used to complete the homework assignments. The lab
software is written in Java and should run on any Java Virtual Machine supporting JDK 1.3 or
higher. The courseware can be run on any Linux-Athena workstation. You can also download
the courseware for your Linux, Windows, or Macintosh computer — see the “Courseware” page
on the 6.004 website.

6.004 Computation Structures -1- Lab #1



1: Introduction to JSim

1: Introduction to JSim

In this lab, we’ll be using a {i@tlation program (JSim) to make some measurements of ari_lj:__
channel mosfet (or “nfet” for short). JSim uses mathematical models of circuit elements fo make
predictions of how a circuit will behave both statically (DC analysis) and dynamically (transient
analysis). The model for each circuit element is parameterized, e.g., the mosfet model inctudes
parameters for the length and width of the mosfet as well as many parameters characterizing the
physical aspects of the manufacturing process. For the models we are using, the manufacturing
parameters have been derived from measurements taken at the integrated circuit fabrication
facility and so the resulting predictions are quite accurate.

The (increasingly) complete JSim documentation can be found at the course website. But we’ll
try to include pertinent JSim info in each lab writeup.

To run JSim, login to an Athena console. We recommend using the computers in the 6.004 lab
(32-083) since JSim has been tested and is known to run with satisfactory performance in that
environment. Another benefit of using the 6.004 lab is that there’s plenty of help around, both
from your fellow students and the course staff. After signing onto the Athena station, add the
6.004 locker to gain access to the design tools and model files (you only have to do this once
each session):

athena% add 6.004
Start JSim running in a separate window by typing

athena% jsim &
ST T

It can take a few moments for the Java runtime system to start up, please be patient! JSim takes
as input a netlist that describes the circuit to be simulated. The initial JSim window is a very
simple editor that lets you enter and modify your netlist. You may find the editor unsatisfactory
for large tasks—it’s based onmmfthe Java Swing toolkit that in some
implementations has only rudimentary editing capabilities. If you use a separate editor to create
your netlists, you can have JSim load your netlist files when it starts:

e

athena% jsim filename .. filename &

Two limitations of the JSim editor are that Ctrl-S does not save and there is no undo.
P 7
O Yyl
7 q’/- /

6.004 Computation Structures -2- Lab #1
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1: Introduction to JSim

There are various handy buttons on the JSim toolbar:

@
&

TE

T

3]

@
=]
@

&

Exit. Asks if you want to save any modified file buffers and then exits JSim.

New file. Create a new edit buffer called “untitled”. Any attempts to save this
buffer will prompt the user for a filename.

Open file. Prompts the user for a filename and then opens that file in its own
edit buffer. If the file has already been read into a buffer, the buffer will be
reloaded from the file (after asking permission if the buffer has been modified).

Close file. Closes the current edit buffer after asking permission if the buffer has
been modified.

Reload file. Reload the current buffer from its source file after asking
permission if the buffer has been modified. This button is useful if you are using
an external editor to modify the netlist and simply want to reload a new version
for simulation.

Save file. If any changes have been made, write the current buffer back to its
source file (prompting for a file name if this is an untitled buffer created with the
“new file” command). If the save was successful, the old version of the file is
saved with a “.bak” extension.

Save file, specifying new file name. Like “Save file” but prompts for a new file
name to use.

Save all files. Like “save file” but applied to all edit buffers.

Stop simulation. Clicking this control will stop a running simulation and display
whatever waveform information is available.

Device-level simulation. Use a Spice-like circuit analysis algorithm to predict
thébenavior of the circuit described by the current netlist. After checking the
netlist for errors, JSim will create a simulation network and then perform the
requested analysis (i.e., the analysis you asked for with a “.dc” or “.tran” control
statement). When the simulation is complete the waveform window is brought
to the front so that the user can browse any results plotted by any “.plot™ control
statements.

6.004 Computation Structures -3- Lab #1



1: Introduction to JSim

=,

T

v

Fast transient analysis. This simulation algorithm uses more approximate device
models and solution techniques than the device-level simulator but should be
much faster for large designs. For digital logic, the estimated logic delays are
usually within lmedictions of device-level simulation. This simulator
only performs transient analysis.

Gate-level simulation. This simulation algorithm only knows about_gates and
logic values (instead of devices and voltages). We’ll use this feature later in the
term when trying to simulate designs that contain too many mosfets to be
simulated at the device level.

Switch to waveform window. In the waveform window this button switches to
the editor window. Of course, you can accomplish the same thing by clicking on
the border of the window you want in front, but sometimes using this button is
less work.

Using information supplied in the checkoff file, check for specified node values
at given times. If all the checks are successful, submit the circuit to the on-line
assignment system.

The waveform window shows various waveforms in one or more “channels.” Initially one
channel is displayed for each “.plot” control statement in your netlist. If more than one
waveform is assigned to a channel, the plots are overlaid on top of each using a different drawing
color for each waveform. If you want to add a waveform to a channel simply type the
appropriate signal name in the list appearing to the left of the waveform display (the name of
each signal should be on a separate line). You can also add the name of the signal you would
like displayed to the appropriate “.plot” statement in your netlist and rerun the simulation. If you
simply name a node in your circuit, its voltage is plotted. You can also ask for the current

through a Vo_lt&.ource by entering ‘Ey_i_)”.

The waveform window has several other buttons on its toolbar:

=

Select the number of displayed channels; choices range between 1 and 16.

Print. Prints the contents of the waveform window (in color if you have a color
printer!). If you are using Athena, you have to print to afile and then send the
file to the printer: select "file" in the print dialog, supply the name you'd like to
use for the plot file, then click "print". You can send the file to one of the
printers in the lab using "lpr", e.g., "lpr -Pcs foo.plot".

You can zoom and pan over the traces in the waveform window using the control found along the
bottom edge of the waveform display:

6.004 Computation Structures -4 - Lab #1
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1: Introduction to JSim

&,

zoom in. Increases the magnification of the waveform display. You can zoom in
around a particular point in a waveform by placing the cursor at the point on the
trace where you want to zoom in and typing upper-case “X”.

% zoom out. Decreases the magnification of the waveform display. You can zoom
out around a particular point in a waveform by placing the cursor at the point on
the trace where you want to zoom out and typing lower-case “x”.

.
surround. Sets the magnification so that the entire waveform will be visible in
the waveform window.

The scrollbar at the bottom of the waveform window can be used to scroll through the
waveforms. The scrollbar will be disabled if the entire waveform is visible in the window. You
can recenter the waveform display about a particular point by placing the cursor at the point
which you want to be at the center of the display and typing “c”.

The JSim netlist format is quite similar to that used by Splce a well-known circuit simulator.
_______.-——-——'__-_
Each line of the netlist is one of the following: o

ok

A comment line, indicated by an (asterisk) as the first character. Comment lines (and
also blank lines) are ignored when JSim processes your netlist. You can also add comments
at the end of a line by preceding the comment with the characters “//” (C++- or Java-style
comments). All characters starting with “//” to the end of the line are ignored. Any portion
of a line or lines can be turned into a comment by enclosing the text in “/*” and “*/” (C-style
comments).

A continuation line, indicated by a “+” (plus) as the first character. Continuation lines are

treated as if they had been typed at the end of the previous line (without the “+” of course).

There’s no limitation on the length of an input line but sometimes it’s easier to edit long lines

if you use continuation lines. Note that “+” also continues “*” comment lines! VD’

w

A control statement, indicated by a (perlod) as the first character. Control statements
providé nformation about how the cnrcult is to be simulated. We’ll describe the syntax of
the different control statements as we use them below.

A circuit element, indicated by a letter as the first character. The first letter indicates the
type of circuit element, e.g., “r” for resistor, “c” for capacitor, “m” for mosfet, “v” for
voltage source. The remainder of the line specifies which circuit nodes connect to which
device terminals and any parameters needed by that circuit element. For example the

following line describes a 1000€2 resistor called “R1” that connects to nodes A and B.

R1 A B 1k

Note that numbers can be entered using engineering suffixes for readability. Common
suffixes are “k”=1000, “u”=1E-6, “n”=1E-9 and “p”=1E-12.

- @;/c) v e S
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2: Characterizing MOSFETs

2: Characterizing MOSFETs

Let’s make some measurements of an nfet by hooking it up to a couple of voltage sources to
generate different values for Vgs and Vps:

drain |
amps
Al (
| [ W=12u T “ o %
+[_ gate | [_ L=600n i >

VQs e =0 Vds e ¥=0

||}

We’ve included an ammeter (built from a Ov voltage source) so we can measure Ipg, the current
flowing through the mosfet from its drain terminal to its source terminal. Here’s the translation
of the schematic into our netlist format:

* plot Ids vs. Vds for 5 different Vgs values
.include "/mit/6.004/jsim/nominal.jsim"
Epyﬂb Vmeter vds drain Ov
\J Vds vds 0 Ov
Vgs gate 0 Ov
* N-channel mosfet used for our test
M1 drain gate 0 O NENH W=1.2u L=600n

.dcVds 05 .1Vvgs 051
.plot I(Vmeter)

The first line is a comment. The second line is a control statement that directs JSim to include a
netlist file containing the mosfet model parameters for the manufacturing process we’ll be
targeting this semester. The pathname that’s shown will work when running on Athena; if you're
running at home you’ll need to specify the directory where you downloaded the 6.004 tools. To
make your life easier, you may want to copy nominal.jsim and other “.include” files into your
Athena directory and use a relative pathname so that you don’t have to modify your files when
moving them back and forth.

The next three lines specify Lh;"_fg voltage sources; each voltage source specifies the two terminal
nodes and the voltage we want between them. Note that the reference node for the circuit
(marked with a ground symbol in the schematic) is always called “0”. The *“v” following the
voltage specification isn’t a legal scale factor and will be ignored by JSim — it’s included just
remind ourselves that last number is the voltage of the voltage source. All three sources are
initially set to 0 volts but the voltage for the Vds and Vgs sources will be changed later when
—_——

JSim processes the “.dc” control statement.
e N

We can ask JSim to plot the current through voltage sources which is how we’ll see what Ipg is
for different values of Vs and Vps. We could just ask for the current of the VDS voltage solirce,
but the sign would be wWrongsinteJSim uses the convention that positive current flows from the

—‘——-——\
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2: Characterizing MOSFETs
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positive tg negative terminal of a voltage source. So we introduce a 0-volt source with its
terminals oriented to produce z\he current sign we’re looking for.

The sixth line is the Zé’et itself, where we’ve specified (in order) the names of the drain, gate,
source and substrate nodes of the mosfet. The next item names the set of model parameters JSim

16uld use When simulating this device; specify “NENH” to create an nfet and “PENH” for a P-
channel mosfet (“pfet™). The final two entries specify the width and length of the mosfet. Note
that the difmensions are in microns (1E-6 meters) since we’ve specified the “u” scale factor as a
suffix. Don’t forget the “u” or your mgsfets will be meters long! You can always use
scientific notation (e.g., 1.2E-6) if suffixes are confusing.

The seventh line is a control statement requesting a DC analysis of the circuit made with
different settings for the Vds and Vgs voltage sources: the voltage of Vds is swept from 0V to
5V in .1V steps, and the voltage of Vgs is swept from 0V to 5V in 1V steps. Altogether SL*6
separate measurements will be made.

The eighth and final line requests that JSim plot the current through the voltage source named
“Vmeter”. JSim knows how to plot the results from the dual voltage sweep requested on the
previous line: it will plot I(Vmeter) vs. the voltage of source Vds for each value of voltage of the
source Vgs—there will b€ 6 piots in all, each cd%sMnnected data points.

Af’ter you enter the netlist above, you might want to save your efforts for later use by using the
“save file” button. To run the simulation, click the “device-level simulation” b
bar. After a pause, a waveform window will pop up where we can take some measurements. As
you move the mouse over the waveform window, a movmg cursor will be displayed on the first
waveform above the mouse’s position and a readout giving the cursor coordinates will appear in
the upper left hand corner of the window. To measure the delta between two points, position the
mouse so the cursor is on top of the first point. Now click left and drag the mouse (i.e., move the
mouse while holding its left button down) to bring up a second cursor that you can then position
over the second point. The readout in the upper left corner will show the coordinates for both
cursors and the delta between the two coordinates. You can return to one cursor by releasing the
left button.

We’re now ready to make some measurements:

On-line question 1A: bot all We Coe L [0,
To get a sense of how well the channel of a turned-on mosfet conducts, let’s estimate the
effective resistance of the channel while the mosfet 1s in the linear conduction region.
We’ll use the Vgs = 5V curve (the upper-most plot in the window). The actual effective
resistance is given by 6Vps/@lps and clearly depends on which Vpg we choose. Let’s use

wiitty A |4

Vps = 1.2V. We could determine the resistance graphically from the slope of a line 5 inte V’IA

tangﬁto the Ips curve at Vips = 1.2V. But we can get a rough idea of the channel
resistance by determining the slope of a line passing through the origin and the point we

chose on the Ips curve, i.e., 1.2V/ Ips. 95 : 65 <3 d./r‘ —\[W C“,f(f Lo H’dgfﬂ Sﬂ"'ff@

Of course, the channel resistance depends on the dimensions of the mosfet we used to
make the measurement. For mosfets, their Ips is proportional to W/L where W is the
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2: Characterizing MOSFETs

width of the mosfet (1.2 microns in this example) and L is the length (0.6 microns in this

example). When reporting the effective channel resistance, it’s useful to report the sheet Sp /‘ué‘i( LM j
resistance, i.e., the resistance when W/L = 1. That way you can easily estimate the
effective channel resistance for size device by scaling the sheet resistance appropriately. ’mmﬁ ’lr‘
Since W/L = 2 for the device you measured, it conducted twice as much current and has

half the channel resistance as a device with W/L = 1, so you need to double the channel ﬁ '\’6
resistance you computed above in order to estimate the effective channel sheet resistance.

Use the on-line questions page for this lab to report the value for Ipg that you measured
and the effective channel sheet resistance you calculated from th@-easurement.

On-line question 1B:

Now let’s see how well the mosfet turns “off.” Take some measurements of Ipg at
various points along the Vgs=0V curve (the bottom-most plot in the window). Notice
that they aren’t zero! Mosfets do conduct minute amounts of current even when
officially “off”, a phenomenon called “subthreshold conduction.” While negligible for
most purposes, this current is significant if we are trying to store charge on a capacitor
for long periods of time (this is what DRAMs try to do). Make a measurement of Ipg
when V=0V and Vps=2.5V. Based on this measurement report how long it would take
for a .05pF capacitor to discharge from 5V to 2.5V, i.e., to change from a valid logic “1”
to a voltage in the forbidden zone. Recall from 6.002 that Q = CV, so we can estimate
the discharge time as Af = C(AV /I,;:). So if our mosfet switch controls access to the

storage capacitor, you can see we’ll need to refresh the capacitor’s charge at fairly
frequent intervals. = —_——

go UCS 7 Powser Sour

UOs ;5 whre Moyt qﬁlff
- Yea @/ ﬁf App Wt/

Deomote

g 10 Bl

( Tae L
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3: Gate-level timing

The following JSim netlist shows how to define your own circuit elements using the “.subckt”
statement: T

* circuit for Lab#l, parts C thru F
.include "/mit/6.004/jsim/nominal.jsim"

* 2-input NAND: inputs are A and B, output is Z
.subckt nand2 a b z

MPD1 z a 1 0 NENH sw=8 sl=1 A
MPD2 1 b 0 0 NENH sw=8 sl=1

MPUl1 z a vdd vdd PENH sw=8 sl=1 \—_A WDE

MPU2 z b vdd vdd PENH sw=8 sl=1 .B . 5

S0 hill vf CSC g

* INVERTER: input is A, output is Z

.subckt inv a z C%_/\_—GL\ ) \ (
MPD1 z a 0 O NENH sw=16 s1=1

MPUL z a vdd vdd PENH sw=16 s1=1 Jt name hle o 6’"‘6{/&7
.ends

The “.subckt™ statement introduces a new level of netlist. All lines following the “.subckt™ up to
the matching “.ends” statement will be treated as a self-contained subcircuit. This includes
model definitions, nested subcircuit definitions, electrical nodes and™cirenit elements. The only
parts of the subcircuit visible to the outside world are its terminal nodes which are listed
following the name of the subcircuit in the “.subckt” statement:

.subckt name terminals..
* internal circuit elements are listed here
.ends

In the example netlist, two subcircuits are defined: “nand2” which has 3 terminals (named “a”,
“b” and “z” inside the nand2 subcircuit) and “inv” which has 2 terminals (named “a” and “z”).

Once the definitions are complete, you can create an instance of a subcircuit using the “X”
circuit element:

Xid nodes.. name ‘ C 1/“1’\'? - J‘w” k(w T

where ngme is the name of the circuit definition to be used, id is a unique name for this instance
of the subcircuit and nodes ... are the names of electrical nodes that will be hooked up to the
terminals of the subcircuit instance. There should be the same number of nodes listed in the “X”
statement as there were terminals in the “.subckt” statement that defined name. For example,
here’s a short netlist that instantiates 3 NAND gates (called “g0”, “g1” and “g2”):

Xg0 dO0 ctl z0 nand2
Xgl d1 ctl zl1l nand2
Xg2 d2 ctl z2 nand2

The node “ctl” connects to all three gates; all the other terminals are connected to different
nodes. Note that any nodes that are private to the subcircuit definition (i.e., nodes used in the

6.004 Computation Structures -9- Lab #1



3: Gate-level timing

&

subcircuit that don’t appear on the terminal list) will be unique for eagl_l__i__&nstﬁ_nktiation of the
subcircuit. For example, there 1s a private node named “1” used inside the nand2 definition.
When JSim processes the three “X” statements above, it will make three independent nodes
called “xg0.17, “xg1.1” and “xg2.1”, one for each of the three instances of nand2. There is no
sharing of internal elements or nddes between multiple instances of the same subcircuit.

Jo vt Can Sa h..cpl‘ ontfinl
It is sometimes convenient to define nodes that are shared by the entire circuit, including
subcircuits; for example, power supply nodes. The ground node “0” is such a node; all
references to “0” anywhere in the netlist refer to the same electrical node. The included netlist
file nominal.jsim defines another shared node called “vdd™ using the following statements:

.global vdd @& (C{/Il f@!@k(

VDD vdd 0 3.3v

The example netlist above uses “vdd” whenever a connection to the power supply is required.
—— T ——

The other new twist introduced in the example netlist is the use of symbolic dimensjons for the
mosfets (“SW=""and “SL=") instead of physical dimensions (*“W="and “L="). Symbolic
dimensions specify multiples of a parameter called SCALE, which is also defined in
nominal.jsim: e

.option SCALE=0.6u

So with this scale factor, specifying “SW=8" is equivalent to specifying “W=4.8u.” Using

symbolic dimensions is encouraged since it makes it easier to determine the WL ratio for a

mosfet (the current through a mosfet is proportional to W/L) and it makes it easy to move the W {_

design to a new manufacturing process that uses different dimepsions for its mosfets. Note that c[g ')

in almost all instances “SL=1" since increasing the channel l‘;‘ith of a mosfet reduces its current £ ( ¢
W»ty W;'Jr*y

carrying capacity, not something we’re usually looking to do. w/ Sane Q\({eo’}

We’ll need to keep the PN junctions in the source and drain diffusions reverse biased to ensure J /(‘

that the mosfets stay electrically isolated, so the substrate terminal of nfet (those specifying the J
“NENH” model) should always be hooked to groun{fod;;q”). Similarly the substrate terminal /[? é C/ﬁft’ﬁf /‘]
of pfet (those specifying the “PENH” model) should always be hooked to the power supply (node

b\

With the preliminaries out of the way, we can tackle some design issues:

“vdd”).

——

On-line question 1C:

To maximize noise margins we want to have the transition in the voltage transfer
characteristic (VTC) of the nand2 gate centered halfway between ground and the power
supply voltage (3.3V). To determine the VTC for nand2, we’ll perform a de analysis to
plot the gate’s output voltage as a function of the input voltage using the following

additional netlist statements: c '
Sinke b what )4 ol
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3: Gate-level timing

* dc analysis to create VTC e
Xtest vin vin vout nand2 5 wwfe

(
cest ¢ Mud 2
7\ Vin vin 0 Ov
\
Vol vol 0 0.3v  // make measurements easier!
60 W(th’V\ Voh voh 0 3v // see part (D) N:P‘/”[ Cjﬂ"‘q

MJ, mol .dc Vin 0 3.3 .005

o .plot vin vout voh vol
( e = ol
w('@ﬂ+ W‘(ﬁ{ ‘ Combine this netlist fragment with the one given at the start of this section and run the ﬁ) P Lﬁﬂ
simulation. To center the VTC transition, keep the size of the nfet in the nand2 definition
as “SW=8 SL=1" and adjust the width of both pfets until the plots for vin and vout
QT J/ +(WS(? / intersect at about 1,65 volts. Just try different integral widths (i.e, 9; 10, TT, ...). Report
the integral width that comes closest to having the curves intersect at 1.65V.

Y e da[iﬁ(’«f:m; TO@

The noise immunity of a gate is the smaller of the low noise margin (Vi — Vo) and the
igh noise marg (Vou — Vin). If we specify Vo = 0.3V and Ve = 3.0V, what is the
rgest possible noise immunity we could specify and still have the “improved” NAND
‘eate of part (C) be a legal member of the l(?_g_ii family? P, / L é i

n-line question 1D:

Hint: to measure the low noise margin, use the VTC to determine what \ﬁ,\ihas to be in L/T[t 6’2’1(@
order for Vouyr to be 3V, and then subtract Vg, (0.3V) from that number. To measure the,

high noisé Thargin, use the VTC to determine what Vi has to be in order for Voyr to be l/. ;b on ]th,
0.3V, and then subtract that number from Vgy (3.0V). We’ve added some voltage n

sources corresponding to Vo and Vgy to make it easier to make the measurements on the as w&( ( —_——
VTC plot.

NOTE: make these measurements using your “improved” nand2 gate that has the
centered VTC, i.e., with the updated widths for the PFETS.

Now that we have the mosfets ratioed properly to maximize noise immunity, let’s measure the
contamination time (tc) and propagation time (tp) of the nand2 gate. The contamination delay,
‘\g tep, for the nand2 gﬁfé‘ﬁ'ill be a lower bound Tor all the tc measurements we make. Similarly, the
N d,‘ propagation delay, tpp, for the nand2 gate will be an upper bound for all the t measurements.
o ~U{

Recall that the contamination time is the period of output validity after the inputs have become
net™ wol, ——

invalid. So for nand2: e ————

tcpar = time elapsed from when input > Vi, to when output < Voy
te.rse = time elapsed from when input < Vi to when output > Vg,
te = min(tc.rise, te-FaLL)

Similarly the propagation time is the period of output invalidity after the inputs have become
valid. So for nand2:

6.004 Computation Structures -11- Lab #1



3: Gate-level timing

tp.rise = time elapsed from when input < Vi to when output = Vg
tp.rarL = time elapsed from when input > Vi to when output < Vg,
tp = max(tp.rise, tp-rarL)

Following standard practice, we’ll choose the logic thresholds as follows:

Vo = 10% of power supply voltage = .3V
Vi = 20% of power supply voltage = .6V
Vi = 80% of power supply voltage =2.6V
Vou = 90% of power supply voltage =3V

You can use a voltage source with either a pulse or piece-wi;: linear waveform to generate test

signals for your circuit. Here’s how to enter them i Qpr n ist:
A L

X ¢
Vid output 0‘(\/3?1 val2 td tr tf pw per)

This statement produces a periodic waveform with the following shape:

vaid F = = —/: g :\ f{_—
il ]
/: AN (h need b
wal j : i i o ! r
T»; i i }—-—m repeat i -ﬂ-{[ s f
gw;} !;: D ,g % ri k

Don’t forget to specify your times in nanoseconds (use an “n” suffix)! Do not specify zero rise
and fall times since the simulation will probably fail to converge. To construct a piece-wise
linear waveform, you need to supply a list of time,voltage pairs: =

Vid output 0 pwl(tl vl t2 v2 .. tn vn)

The voltage will be v1 for times before t1, and vn for times after tn.

On-line question 1E:

Replace the netlist fragment from (C) with the following test circuit that will let us
measure various delays:

* test jig for measuring tcd and tpd
Xdriver vin nin inv

Xtest vdd nin nout nand2

Cload nout 0 .02pf

Vin vin 0 pulse(3.3,0,5ns,.1ns,.1ns,4.8ns)
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3: Gate-level timing

e
WA
Y

fg et

Vol vol 0 0.3v  // make measurements easier!
Vil vil 0 0.6v
Vih vih 0 2.6v
Voh voh 0 3.0v

.tran 15ns
~.plot vin
.plot nin nout vol vil vih voh

NOTE: make these measurements using your “improved” nand2 gate that has the
centered VTC, i.e., with the updated widths for the'ﬁﬁ@?

We use an inverter to drive the nand2 input since we would normally expect the test gate
to be driveri By the output of another gate (there are some subtle timing effects that we’ll
miss if we drive the iMa voltage source). Run the simulation and
measure the contamination and propagation delays for both the rising and falling output
transitions. (You’ll need to zoom in on the transitions in order to make an accurate
measurement.) Combine as described above to produce estimates for tc and tp.

On-line question 1F:

We mentioned several times in lecture the desire to have our circuits operate reliably
over a wide range of environmental conditions. We can have JSim simulate our test
circuit at different temperature by adding a “.temp” control statement to the netlist.
Normally JSim simulates the circuit at room Temperature 525°C), but we can simulate the
circuit at, say, 100°C by adding the following to our netlist:

.temp 100 ()~

For many consumer products, designs are tested in the range of 0°C to 100°C. Repeat
your measurements of part (E) at 100°C and report your findings. Recompute your
estimates for t¢ and tp indicating which measurement(s) determined your final choice for
the two delays. 6 (it

Based on your experiment, if a Pentium 4 processor is rated to run correctly at 3Ghz at
100°C, how fast can you clock it and still have it run correctly at room temperature
(assuming tpp is the parameter that determines “correct” behavior)? This is why you can
usually get away with overclocking your CPU—it’s been rated for operation under much
more severe environmental conditions than you’re probably running it at!
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4: CMOS logic-gate design

As the final part of this lab, your mission is to design and test a CMOS circuit that implements
the function F(A,B,C) = C + A-B using nfets and pfets. The truth table for F is shown below:

A|B | c|F@ABC
000 0
o0 i 1
0|10 0
01]1 1
1(0]0 0
1101 1
o 1
111 1

Your circuit must contain no more than 8 mosfets. Remember that only nfets should be used
in pulldown circuits and only pfets should be i pullup circuits. Hint: using six mosfets,
implement the complement ot;Fﬁguc_@g_%OSgate and then use the remaining two mosfets
to invert the output of your large gate.

—

Enter the netlist for F as a subcircuit that can be tested by the test-jig built into lablcheckoff.jsim
(a file that we supply and which can be found in the course locker). Note that the checkoff
circuitry expects your F subcircuit to have exactly the terminals shown below — the inside
circuitry is up to you, but the “.subckt F...” line in ymmﬁmf the one
shown below.

.include "/mit/6.004/jsim/nominal.jsim"
.include "/mit/6.004/jsim/T1ablcheckoff.jsim"

.. you can define other subcircuits (eg, INV or NAND gates) here ..
.subckt FABCZ

.. your circuit netlist here
.ends

labIcheckoff.jsim contains the necessary circuitry to generate the appropriate input waveforms to
test your circuit. It includes a .tran statement to run the simulation for the appropriate length of
time and a few .plot statements which will display the input and output waveforms for your
circuit.

For faster simulation, use the E—ﬂ: (fast transient analysis) button!
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5: Checkoff

When you are satisfied your circuit works, you can start the checkoff process by making sure
your top-level netlist is visible in the edit window and that you’ve complete a successful
simulation run. Then click on the green checkmark in the toolbar. JSim proceeds with the
following steps:

1.

2.

JSim verifies that a .checkoff statement was found when your netlist was read in.

JSim processes each of the .verify statements in turn by retrieving the results of the most
recent simulation and comparing the computed node values against the supplied expected
values. It will report any discrepancies it finds, listing the names of the nodes it was
checking, the simulated time at which it was checking the value, the expected value and
the actual value.

When the verification process is successful, Jsim asks for your 6.004 user name and
password (the same ones you use to login to the on-line assignment system) so it can
send the results to the on-line assignment server.

JSim sends your circuits to the on-line assignment server, which responds with a status
message that will be displayed for you. If you’ve misentered your username or password
you can simply click on the green checkmark to try again. Note that the server will
check if your circuit has at most 8 mosfets — if it contains more, you’ll see a message to
that effect and your check-in will not complete.

If you have any difficulties with checkoff, talk to a TA, or send email to
6004-labs(@csail.mit.edu. Remember to schedule a lab checkoff meeting with a member of
the course staff after you complete the on-checkoff and on-line questions. This meeting
can happen after the due date of the lab but must be completed within one week of the
lab’s due date in order to receive full credit.
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https://6004.csail.mit.edu/ssldocs/on_line_questions.doit?username=th...

6.004 On-line: Questions for Lab 1

When you're done remember to save your work by clicking on the Save'button at the bottom of the page. You can check if your
answers are correct by clicking on the Check'button.

When entering numeric values in the answer fields, you can use integers (1000), floating-point numbers (1000.0), scientific
notation (1e3), or JSim numeric scale factors (1K).

Problem 1.

A. Report the mosfet Ids you measured from the device curves for Vgs = 5V and Vds = 1.2V.
Ids (in amps):

Compute the effective channel sheet resistance using (Vds)/(1ds) as an estimate for the channel resistance of the test mosfet.
Don't forget to correct for the W/L of the test device!

Sheet resistance (in ohms):
B. Report the mosfet Ids you measured from the device curves for Vgs =0V and Vds = 2.5V.
Ids (in amps):
Calculate the time it would take to discharge a 0.05pF capacitor from 5V to 2.5V
Discharge time (in seconds):

C. Determine a scaled width (SW) for the two pullup mosfets so that the Vin and Vout curves for the NAND gate intersect at
VDD/2 (1.65V).

Scaled width:

D. What is the largest noise immunity we could specify and still have the NAND gate qualify as a legal device? Please fill in
your answer with a precision of .01 volts,

Hint: to measure the low noise margin, use the VTC to determine what Vin has to be in order for Vout to be 3V, then

subtract Vol (0.3V) from that number. To measure the high noise margin, use the VTC to determine what Vin has to be in
order for Vout to be 0.3V, then subtract that number from Voh (3.0V).

Maximum noise immunity (in volts):

E. Following standard practice, choose the logic thresholds as follows:
Vol = 10% of power supply voltage = 0.3V
Vil = 20% of power supply voltage = 0.6V
Vih = 80% of power supply voltage = 2.6V
Voh = 90% of power supply voltage = 3.0V

Measure the contamination and propagation times for your NAND gate using both the falling and rising output transitions.

tc for falling output (in seconds):

tp for falling output (in seconds):
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tc for rising output (in seconds):

tp for rising output (in seconds):
Use these measurements to compute estimates for an upper bound for tcp and a lower bound for tpp.

upper bound for tcp (in seconds):

lower bound for tpp (in seconds):
F. Recompute your bounds for tcp and tpp this time including the measurements you made at 100 degrees C.

Recomputed upper bound for tcp (in seconds):

Measurement used: --selectanswer--

Recomputed lower bound for tpp (in seconds):

Measurement used: --select answer--

Check Save

sonrce: on line questions.py, lablquestions.xdoc
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MASSACHUSETTS INSTITUTE OF TECHNOLOGY 41%F 17T
DEPARTMENT OF ELECTRICAL ENGINEERING AND COMPUTER SCIENCE :

2) /30

6.004 Computation Structures
Fall 2011

Quiz #1: September 23 2011

Wame \Score

W{](LM

\Ather A;a login name

p[&_ﬁ"h;’?l he "'J
Pl

Brad, 26-322 Silvina, 34-303 Li-Shiuan, 34-304 ‘Chris, 34-303 IDavid, 36-155
O WF 10 O WF 11 12 cTEWFT O WF2
O WF 11 O WF 12 (ﬂ 1 0O WF 2 O WF 3
Yo
Notes:

(1) PLEASE FILL IN YOUR NAME, ATHENA NAME, and MARK YOUR SECTION ABOVE
before working on the problems on this quiz.

(2) Occasionally, reference materials and/or extra copies of diagrams are provided on the backs of
quiz pages. Feel free to use page backs as scratch space, but be sure to mark your answers on
the answer lines provided for each question.

Problem 1 (4 points): Quickies and Trickies

(A) What decimal integer is represented by the 5-bit two’s complement binary number 111007

T x—)

(B) Is it possible for an inverter to have a contamination delay that is greater than its propagation
dclay‘? e

(s

Ngt RETxD

¢ Decimal equivalent of two’s complement 11100:

YES .. CAN’T TELL (NO

Can tq be greater than tpe? circle one:

(C) In lecture we saw that a 2-input NOR gate might obey the static discipline (i.c., be a valid
combinational device) without being a lenient combinational device. Is it possible for an inverter

to be a valid combinational device without being lenient?
YES .. CAN'T TEMT)\‘;

{ f‘r‘, 4
(D) A properly-designed CMOS gate has N inputs and one output, and is built using N-1 PFETs (as
well as some NFETs). What conclusion can you drra/w‘/?
f_.O W /)

et valild
Might a valid inverter not be lenient? circle one:

“€1: It uses NFETSs in its pullup circuit.
“€2: Its output is always 0. (/40 ¢

/ .
C3: Its output is independent of at least one of the N inputs. (170"~ mjf Alw oy,
€4:1tis notlenient. |, [ [ /. Nt ]
/C57 None of the above. N
N Circle best choice: C1 .. C2 .. av €4 o (15/\

6.004 Fall 2011 -10f5- ~ Jga | Thl Quiz #1



Problem 2. (13 points): UVWXYZ Coding

A secretive government agency has a large amount of data that has been encrypted as strings of letters
from the alphabet UVWXYZ. They need to transmit this data over a binary channel (i.e., one that
communicates a sequence of 0’s and 1°s), and have asked for your help.

They ask you to design a fixed-length code that transmits each of the U, V, W X, Y, or Z letters as a 7 9. &
message codeword (binary string). : -
(A) (1 point) Using the shortest possible fixed-length code, how many bits are transmitted for
each message codeword (i.c., for each letter from the UVWXYZ alphabet)?

£
Bits transmitted for each UVWXYZ mesK o bits
You design a fixed-length coding that translates each of the six letters to a minimally-3ized codeword, and
present it to to the agency. Your contact there asks, perhaps to impress you with his technical acumen,

what the minimal Hamming distance is between valid codewords in the fixed-length code you’ve
supplied. J00

(B) (1 point) What is the minimal Hamming distance between valid code words in your fixed- ( / {
length code?

Minimal Hamming distance between valid codewords: 01
- 01|

Max Noyes, an agency spokesperson, is concerned about single-bit errors that may be occasionally be

introduced during codeword transmission. He probes you about error-detecting characteristics of your
simple fixed-length code.

(C) (1 point) Can your code detect all single-bit errors?

I i tec haimins / { Detect single-bit errors? Circle o

o I
1 0 it 1 / { [\I > [ A "' {|‘ i
(1 / / f | \ AV
Cofl(eet & ’

In order to improve its error-handling characteristics, you add a single parity bit to each codeword. You
choose to use odd parity, i.e. you set the parity bits to make the total number of 1’s in each codeword odd.

(D) (1 point) What is the minimal Hamming distance between valid code words in your fixed-
length code with the added parity bit?

Minimal Hamming distance between valid codewords:

2 Can it correct them?

(E) (1 point) Can your revised code detect all single-bit erro

—

Single-bit errors can be (Circle all that apply): D@ ... CORRECTED

6.004 Fall 2011 -20f5- Quiz #1



Exploring options, Max asks what the minimum Hamming distance between valid codewords would have
to be to allow for correction of both 2-bit and 1-bit errors.

(F) (1 point) What is your answer? What is the necessary Hamming distance?

Minimal Hamming distance to correct 2-bit errors:

O ’ O L4 h, 9 K'
/) E Wi 1974 e bl

Les Bitz is suddenly put in charge of the project and is determined to cut costs. He insists on abandoning

all worries about error detection and correction, and wants to focus on minimizing the number of bits that

must be transmitted. Les provides you with some key additional information: he knows the probability of

each of the six letters (that is, the relative frequency at which they appear in strings to be transmitted).
Les provides you with the following partially-filled table:

u m""w\m 1 2 (5)

Vv 1/4 [
W, X, Y, Z 1116 \l(

The table gives the probability of each of the six messages. The remaining column, reflecting the number
of bits of information communicated by each message, has been left blank.

(G) (3 points) Complete the table by filling in the missing three entries.

(Complete above table)

H) (1 pomt) What is the avcrage amount of mfonnanon conveyed by each message?

y 94 (2/ f L o / . / f;‘ Average info per message: X l bits
Responding to pressure from Les to reduce the number of bits transmitted, you remember the Huffman
coding scheme you learned in 6.004 and use it to design an appropriate variable-length code.

(I) (2 points) In your Huffman coding scheme, how many blts are transmitted for a U? Fora V?

ForaW? 1.
_ : \
U \l Codeword size forl: | ;for¥,_ ( ;for Ws
e )

I
it hd | AT ! {( / 0y
(&) (1 point) In you?y\ffmanpoding scheme, what is the average number of bits transmitted for
each message? \ /
A GRVE | 7¢
/

Average bits transmitted per message: N\~ / bits

) = N
[ | [ {
C’ '

6.004 Fall 2011 " [ " -3of5- Quiz #1



Scratch copies of diagram from problem 3:

ﬂ% VOUT 8 VOUT

A A 15 ( [-—
: 21 wxe o B s ma e 1 45
QY P e ¥ ¥ % | o ‘\" /; oy
Vo Vg \/0”3*#!? T ol 3“3%5:4%-& ¥y 7
2 = AN N T 77T 2 174
- . Y- - -7 M-V —-—/;—u
ﬁ')f(“NLg It "/ _v\"{”'““" i Vi1 y T2 (0rn b
TR - th e | sy, e ;nsi(;/

0

OO
)
[N

1595 2= | 5
f : rkt’bp?‘
C Uil o ot futesite g AEEE
5
Gy G CERp
(b s T T e s
7 A i
pobch LGN R
VIR ! R e | d e nbaliai] 1 ;
: :_'L: Sl deli TET T
H_:ij 26 Oﬂ\/’[i 3\1”4( 5 6 4 2 & 4 B
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Problem 3. (6 points) Logical Negativism

Logical Negativism, Inc is an MIT spinoff whose aim is to market a new logic family whose only
component type is an inverter. Their motto, Logicl‘is_NQj‘_ewgy_{hing, has convinced a venture group that
this business plan has merit, and they are now well funded.

Their founder, Ms. Anna Logge, has developed a device to

be used as their inverter; its static voltage transfer curve is Y, VTC

shown to theright. Anna is considering the choice of i

parameters by which LNI’s logic family will represent _ !

logic values, and needs your help. 5 ; ; _Eh_ :
\

1

The voltage transfer curve of a proposed inverter for a 4 : 1
new logic family is shown to the right (spare copies of Bt ia & e

i

this diagram are on the back of page 3 of this quiz). 3

| i

1 t

1 l

i ] i

' 1 et Y-

Several possible schemes for mapping logic values to SRRl s = ER e  E
voltages are being considered, as summarized in the 0 . - ' : > My
incomplete table below. Recall that Noise Immunity
(last row) is defined as the lesser of the two noise 01
margins. —

[a%]
w
N
[9)]

Complete LNI’s table, by filling in missing entries. Choose each value you enter so as’@
~ noise margins of the corresponding scheme. If the numbers in a scheme can’t be comuc

that the LNT-device functions as an inverter with positive noise margins, put an X in the entries for
that column.

LNI'’s Possible Logic Mappings:
Scheme | Scheme | Scheme
A B C

VoL u ()()9 \ 1

ViL

I -

Vi \ys ?'5 /e
\v\ o
3\

Von

Noise = V/ i
Immunity ( 6 V V.

“"’2 — 2 (complete table — 10 entries)

6.004 Fall 2011 -40f5- Quiz #1



Scratch copies of diagram from problem 4:

~
(\_, h \ov

Afoee ] en) e [ )
o oo fy [x]]I feB
o 10 {1 1% 1% A48 =F
VI o e o A
0 1 T 1% ¥ X (
1 1o o |X |V |
Toefs 10 folh. cebicie K
110V |x |
- | et hadeilete | O
Wwhn  balh e (lo f

CTeal (MO0 = () |
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Problem 3. (7 points): Saga of Helena Handbasket

Helena Handbasket, who barely passed 6.004, has been hired to design CMOS gates for

Hapless Logic, Inc. Remembering something about PFETs in pullups and NFETS in » '4

pulldowns, her first design was a 3-input device whose circuit is shown to the right.

Helena’s intent was that these devices compute some useful 3-input Boolean function A'GI
D=F(A,B,C); unfortunately, the devices don’t seem to work as planned. To make matters
worse, she had 1,000,000,000 of the devices fabricated (thinking that the order to the fab

must, of course, be in binary rather than decimal). The defective devices, known within B“I

HLI as the Gates of Helena, have become a subject of ridicule.

Helena has brought you in as a consultant. Your first task is to figure out how badly A‘l
Helena blew the design of her 3-input logic device — in particular, whether it drives the

output D to a valid logic level for every combination of the inputs A, B, and C. You

may use the scratch diagrams on the back of the previous page for your work if you like.

(A) (2 points) Are there logical (0/1) values of A, B, and C for which D  is not driven at all?
If so, give values for A, B, and C that leave D undriven; else %ONE.
|

A, B, C values for undriven D, or “NONE?”: J Jf [/ ( }

(B) (2 points) Are there logical values of A, B, and C for which D is pulhhown and up
simultaneously? If so, values for A, B, and C that cause suc}h\c)\m:i:z; else write NONE.
{
\ \

A, B, C values for output conflict, or “NONE”: )AQ

........

Nora Nanda, Helena’s assistant, suggests that the devices might be salvaged by using them to
compute useful functions of fewer than 3 inputs. She proposes that a two-input function of X and
Y, for example, might be computed by connecting each of the three inputs A, B, and C to either
X, Y, or the logical constants 0 (ground) or 1 (vdd), and reading the output on D.

(C) (1 point) Can Nora’s approach be used to compute NAND of X and Y? If so, choose
values (X, Y, 0, or 1) for each of A, B, and C such that D is NAND(X,Y); else circle

NO.
v 2 ‘ —\ —)
Choose A, B, C values or circle NO: A M ; C ( ; or NO

(D) (1 point) Can Nora’s approach be used to compute NOR of X and Y? If so, choose
values (X, Y, 0, or 1) for each of A, B, and C such that D is NOR(X,Y); else circle
NO.

/ /
Choose A, B, C values or circle NO: A\=\\,{= & : C'—-\{ ;or NO

(E) (1 point) Can Nora’s approach be used to compute OR of X and Y? If so, choose values
(X, Y, 0, or 1) for each of A, B, and C such that D is OR(X,Y); else circle NO.

; C= ;or@

Ve

Choose A, B, C values or circle NO: A=

END OF QUIZ!
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Name . Uthena login name  |Score
Solutions 30

Brad, 26-322 Silvina, 34-303 ILi-Shiuan, 34-304 (Chris, 34-303 David, 36-155

O WF 10 O WF 11 O WF 12 OWF 1 OWF2

O WF 11 O WF 12 OWF 1 O WF 2 O WF 3

Notes:

(1) PLEASE FILL IN YOUR NAME, ATHENA NAME, and MARK YOUR SECTION ABOVE
before working on the problems on this quiz.

(2) Occasionally, reference materials and/or extra copies of diagrams are provided on the backs of

quiz pages. Feel free to use page backs as scratch space, but be sure to mark your answers on
the answer lines provided for each question.

Problem 1 (4 points): Quickies and Trickies

(A) What decimal integer is represented by the 5-bit two’s complement binary number 111007

-4

Decimal equivalent of two’s complement 11100:

(B) Is it possible for an inverter to have a contamination delay that is greater than its propagation
delay?

/130

Can t. be greater than t,? circle one: YES .. CAN’T TELL

(C) In lecture we saw that a 2-input NOR gate might obey the static discipline (i.e., be a valid
combinational device) without being a lenient combinational device. Is it possible for an inverter
to be a valid combinational device without being lenient?

Might a valid inverter not be lenient? circle one: YES ... CAN’T TELL

(D) A properly-designed CMOS gate has N inputs and one output, and is built using N-1 PFETs (as
well as some NFETs). What conclusion can you draw?

Cl: It uses NFETs in its pullup circuit.
C2: Its output is always 0.

C3: Its output is independent of at least one of the N inputs.
C4: It 1s not lenient.
C5: None of the above.

Circle best choice: C1 ... C2 . . C4 .. C5

6.004 Fall 2011 -1lof5-
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Problem 2. (13 points): UVWXYZ Coding

A secretive government agency has a large amount of data that has been encrypted as strings of letters
from the alphabet UVWXYZ. They need to transmit this data over a binary channel (i.e., one that
communicates a sequence of 0’s and 1°s), and have asked for your help.

They ask you to design a fixed-length code that transmits each of the U, V, W, X, Y, or Z letters as a
message codeword (binary string).

(A) (1 point) Using the shortest possible fixed-length code, how many bits are transmitted for
each message codeword (i.e., for each letter from the UVWXYZ alphabet)?

Bits transmitted for each UVWXYZ message: 3 bits

You design a fixed-length coding that translates each of the six letters to a minimally-sized codeword, and
present it to to the agency. Your contact there asks, perhaps to impress you with his technical acumen,
what the minimal Hamming distance is between valid codewords in the fixed-length code you’ve
supplied.

(B) (1 point) What is the minimal Hamming distance between valid code words in your fixed-
length code?
1

Minimal Hamming distance between valid codewords:

Max Noyes, an agency spokesperson, is concerned about single-bit errors that may be occasionally be
introduced during codeword transmission. He probes you about error-detecting characteristics of your
simple fixed-length code.

(O) (1 point) Can your code detect all single-bit errors?

Detect single-bit errors? Circle one: YES .. @

In order to improve its error-handling characteristics, you add a single parity bit to each codeword. You
choose to use odd parity, i.e. you set the parity bits to make the total number of 1’s in each codeword odd.

(D) (1 point) What is the minimal Hamming distance between valid code words in your fixed-
length code with the added parity bit?
2

Minimal Hamming distance between valid codewords:

(E) (1 point) Can your revised code detect all single-bit errors? Can it correct them?

Single-bit errors can be (Circle all that apply): @ .. CORRECTED
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Exploring options, Max asks what the minimum Hamming distance between valid codewords would have
to be to allow for correction of both 2-bit and 1-bit errors.

(F) (1 point) What is your answer? What is the necessary Hamming distance?

Minimal Hamming distance to correct 2-bit errors:

Les Bitz is suddenly put in charge of the project and is determined to cut costs. He insists on abandoning

all worries about error detection and correction, and wants to focus on minimizing the number of bits that
must be transmitted. Les provides you with some key additional information: he knows the probability of
each of the six letters (that is, the relative frequency at which they appear in strings to be transmitted).

Les provides you with the following partially-filled table:

sage | Probability |

u 1/2 1

\ 1/4 2
W, X, Y, Z 116 4

The table gives the probability of each of the six messages. The remaining column, reflecting the number
of bits of information communicated by each message, has been left blank.

(G) (3 points) Complete the table by filling in the missing three entries.
(Complete above table)
(H) (1 point) What is the average amount of information conveyed by each message?
Average info per message: 2 bits

Responding to pressure from Les to reduce the number of bits transmitted, you remember the Huffman
coding scheme you learned in 6.004 and use it to design an appropriate variable-length code.

(I) (2 points) In your Huffman coding scheme, how many bits are transmitted for a U? Fora V?
Fora W?

Codeword size for U: | ; for V: 2 ; for W: +

(J) (1 point) In your Huffman coding scheme, what is the average number of bits transmitted for
each message?

Average bits transmitted per message: bits
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Problem 3. (6 points) Logical Negativism

Logical Negativism, Inc is an MIT spinoff whose aim is to market a new logic family whose only
component type is an inverter. Their motto, Logic is NOT everything, has convinced a venture group that
this business plan has merit, and they are now well funded.

Their founder, Ms. Anna Logge, has developed a device to
be used as their inverter; its static voltage transfer curve is

\'/
shown to the right. Anna is considering the choice of o)

parameters by which LNI’s logic family will represent T ; . . . .
logic values, and needs your help. 5 ; ; [ : ‘ ;
T Tl Aker: Eim i) S e re
The voltage transfer curve of a proposed inverter for a 4 : : : :
new logic family is shown to the right (spare copies of ~dpake \ £ bl i e
this diagram are on the back of page 3 of this quiz). 3 ' i : :
-+ -1
2= Te T
e 'V"\““‘T“'
1 T T ' | s
Several possible schemes for mapping logic values to —t=t-H-7-F-1-F-}-
voltages are being considered, as summarized in the 0 ! Ly ! L e N
incomplete table below. Recall that Noise Immunity
(last row) is defined as the lesser of the two noise 0 1 2 3 4 5
margins.

Complete LNI’s table, by filling in missing entries. Choose each value you enter so as to maximize the
noise margins of the corresponding scheme. If the numbers in a scheme can’t be completed such
that the LNI device functions as an inverter with positive noise margins, put an X in the entries for
that column.

LNI’s Possible Logic Mappings:
Scheme | Scheme | Scheme
A B C

X X 1

Vi v | 07 |15
V| 35 X | 3%
Von 3

VoL

X 45
Noise
Immunity X X 0.5

(complete table — 10 entries)
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Problem 3. (7 points): Saga of Helena Handbasket

Helena Handbasket, who barely passed 6.004, has been hired to design CMOS gates for
Hapless Logic, Inc. Remembering something about PFETs in pullups and NFETs in C '4
pulldowns, her first design was a 3-input device whose circuit is shown to the right.

Helena’s intent was that these devices compute some useful 3-input Boolean function A'Cl k" B
D=F(A,B,C); unfortunately, the devices don’t seem to work as planned. To make matters

worse, she had 1,000,000,000 of the devices fabricated (thinking that the order to the fab

must, of course, be in binary rather than decimal). The defective devices, known within B—!

HLI as the Gates of Helena, have become a subject of ridicule.

Helena has brought you in as a consultant. Your first task is to figure out how badly A"‘I !‘— C
Helena blew the design of her 3-input logic device — in particular, whether it drives the

output D to a valid logic level for every combination of the inputs A, B, and C. You

may use the scratch diagrams on the back of the previous page for your work if you like.

(A) (2 points) Are there logical (0/1) values of A, B, and C for which D is not driven at all?
If so, give values for A, B, and C that leave D undriven; else write NONE.

A, B, C values for undriven D, or “NONE”: =0, C=1 (A=1 or 0)

(B) (2 points) Are there logical values of A, B, and C for which D is pulled down and up
simultaneously? If so, values for A, B, and C that cause such a conflict; else write NONE.

A, B, C values for output conflict, or “NONE”: NOHG

Nora Nanda, Helena’s assistant, suggests that the devices might be salvaged by using them to
compute useful functions of fewer than 3 inputs. She proposes that a two-input function of X and
Y, for example, might be computed by connecting each of the three inputs A, B, and C to either
X, Y, or the logical constants 0 (ground) or 1 (vdd), and reading the output on D.

(C) (1 point) Can Nora’s approach be used to compute NAND of X and Y? If so, choose

values (X, Y, 0, or 1) for each of A, B, and C such that D is NAND(X,Y); else circle
NO.

Choose A, B, C values or circle NO: A= X ; B= Y = 0 ; or NO

(D) (1 point) Can Nora’s approach be used to compute NOR of X and Y? If so, choose

values (X, Y, 0, or 1) for each of A, B, and C such that D is NOR(X,Y); else circle
NO.

Choose A, B, C values or circle NO: A= X ; B= 1 ; C= ¥ ;or NO

(E) (1 point) Can Nora’s approach be used to compute OR of X and Y? If so, choose values
(X,Y, 0, or 1) for each of A, B, and C such that D is OR(X,Y); else circle NO.

Choose A, B, C values or circle NO: A= ; B= ; C= ¥

END OF QUIZ!
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