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Reading: 9.5 — 9.6

The story so far

e Search domain — characterized by successors function, legal
actions, start state, goal function.

e« Search tree — an explicit representation for the search space.

¢ Depth-first search — explore search tree by expanding deepest
node. 5{'U,L

¢ Breadth-first search — explore search tree by expanding shal-

lowest node. ﬂLbEU'Q
« Dynamic programming — do not revisit nodes.

Qeagm:'nj \N/ (/M‘?ffceaHy Ff::\é ~ bt 41

f’la,e PLWL qufa’e, @1%/}(3/
”‘fobo?t "‘/yg Ml ID qm

Alding
7

Cost

Cost

In many applications, actions have different costs, for example, dis-
tance between cities can vary.
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Qur algorithms thus far ignore this.
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mapldist = {’S* : [("A’, 2), (’B’, 1)],
A2 3 [(28Y; 2), (PC: 3); (*D%y: 20)4
’B? : [('s?, 1), (‘D’, 2), ('E*, 3)],
e? : [(°AY, 3), OB, 1)1,

3 'D? : [(’A’, 2), (°B’, 2), (°F’, 4),
2E? %3 [('BY, 3), OCH,; 23],
'Fro: [CC?, 1), (D7, 4), (6, DI,
‘B [(°D*, 6), CE?, 2), (PG*, 4)],
¢’ ¢ [CF, 1), CH, D]}

CH’, 6)],

Path cost is the sum of the action costs along a path.
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Breadth-First Search

Uniform-Cost Search

Enumerates all 1-hop paths, then 2-hop paths, then 3-hop paths,
etc.

Enumerate paths in order of their total path cost.

Like breadth-first search, but:

e The agenda is a priority queue (returns least cost entry).

+ Instead of testing for a goal state when we put an element into
the agenda, we test for a goal state when we take an element
out of the agenda.

jiodestelins
Guaranteed to find a shortest path.
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Priority Queue

Priority Queue

A priority queue is a data structure with the same basic operations
as stacks and queues, with two differences:

e Items are pushed into a priority queue with a numeric score,
called a cost.

e When it is time to pop an item, the item in the priority queue
with the least cost is returned and removed from the priority
queue.
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>>> pgq = PQ()
pg.push(’a’,

pq.push(’b’,

>>> 3)
6)
pq.push(’c’, 1)

pq.pop()

>>>
5>
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>>> pl.pop()
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Priority Queue

Search Node

Simple implementation using lists

class PQ:

def __init__(self):
self.data = []
push(self, item, cost):
self.data.append((cost, item))
pop(self):
(index, cost) = util.argmaxIndex(self.data, lambda (c, x): -c)
return self.data.pop(index)[1] # just return the data item @

isEmpty (self): \
return self.data is [] (?ﬂ {' m
94

fits o decms , . st
The pop operation in this implementation can take time proportiohal
to the number of nodes (in the worst case).

def

def

def

Better algorithms (using trees) reduce run time to be proportional
to the log of the number of nodes (in the worst case).
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class SearchNode:

def __init__(self, action, state, parent, actionCost):
self.state = state
self.action = action
self.parent = parent

if self.parent:

self.cost = self.parent.cost + actionCost

else:

e et
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self.cost = actionCost

ucSearch

Example

def ucSearch(initialState, goalTest, actions, successor):
startNode = SearchNode(None, initialState, None, 0)
if goalTest(initialState):
return startNode. path(l\
agenda = PQQO) q J) w‘-f
agenda. push (startiod
while not agenda. :.sEmpty()
n = agenda.pop()
if goalTest(n.state): & | _/;f m*.
return n.path()
for a in actions:
(newS, cost) = successor(n.state, a)
if not n.inPath(newS):
newN = SearchNode(a, newS, n, cost)
agenda.push(newN, newN.cost)
return None

i
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ucSearch: From S to D

““Oﬂ{\{ n%d 10 fpﬂ\gwlb@f Shoter- fain
ucSearch with DP ’\(f()ﬂ ‘5}”&/}1 4@‘{‘@ )Ld Qq[;, af/&/

Numbers on links are distances not action indices
e
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def ucSearch(initialState, goalTest, actions, successor):

startNode = SearchNode(None, initialState, None, 0)
if goalTest(initialState):

return startNode.path()
agenda = PQ()
agenda.push(startNode, 0)
expanded = { } é—-—- samo. qs
while not agenda.isEmpty():

n = agenda.pop()

if not expanded.has_key(n.state):
expanded [n.state] = True ka .t b‘c&l, hf/e L
if goalTest(n.state): i
return n.path()
for a in actions:
(newS, cost) = successor(n.state, a)
if not expanded.has_key(newS):
newl = SearchNode(a, newS, n, cost)
agenda.push(newN, newN.cost)

V{L#& d

return None
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ucSearch with DP: From S to G
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Search in Big Spaces: Getting to X

2 1

4 1
Agenda: [(SBDH, 9), (SBEHG, 7), (SACFG, 7)] Expanded: [S, B,
A, D, E, C H, F]

Found goall ﬂf\ SQPQMH f)dpﬁf

Search with heuristics

A heuristic function takes a state as an argument and returns a
numeric estimate of the total cost that it will take to reach the goal
from there.

s Used to focus the search in relevant direction.

e Actual cost 4+ heuristic is a better estimate of total cost.

¢ For map-like problems, Euclidean distance from node to goal is
good heuristic.
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A* = ucSearch with heuristics

Good and Bad Heuristics

def ucSearch(initialState, goalTest, actions, successor, heuristic):
startNode = SearchNode(None, initialState, None, 0) /P
if goalTest(initialState):
return startNode.path()
agenda = PQ()
agenda.push(startNode, 0)
expanded = { }
while not agenda.isEmpty():
n = agenda.pop()
if not expanded.has_key(n.state):
expanded [n.state] = True
if goalTest(n.state):
return n.path()
for a in actions:
(newS, cost) = successor(n.state, a)
if not expanded.has_key(newS):
newN = SearchNode(a, newS, n, cost)
agenda.push(newN, newN.cost + heuristic(newS))

|

return None

We want heuristic close to actual distances but cheap to compute.

e The perfect heuristic: solve the problem and use the answer (too
expensive).

e Trivial heuristic: 0 for all nodes (cheap but useless).

¢ Admissible heuristic: always an underestimate of the actual
distance. B e

A": is guaranteed to find shortest path with admissible heuristic
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Check Yourself

Check Yourself

Would the so-called '"Manhattan distance’, which is the sum
of the absolute differences of the = and y coordinates be an
admissible heuristic in the city navigation problem, in general?
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If we were trying to minimize travel time on a road network
(and so the estimated time to travel each road segment was
the cost), what would be an appropriate heuristic function?
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Eight Puzzle

Formulation as a state machine

Think of it as moving the blank space.

(B[ [1]]2]

&)

Represent starting state with both board layout and location of
empty space.

l—h] ©

~

startState = (((2, 8, 3), (1, 6, 4), (7, None, 5)), (2, 1))

362,880 states!
state.

Soacth lro blew

Only half are reachable from any givyen starting
\
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class EightPuzzleSM(sm.SM):

(aa, o, (-1, 0, (, 1, 0, -1)]
__init__(self, goal):

self.goal = goal

nextState(self, state, action):

(board, (x, y)) = state

(dx, dy) =
newSpaceLoc =

legallnputs =
def

def

action
(util.clip(x + dx, 0, 2), ok h‘Y "L{ cl
util.clip(y + dy, 0, 2))

newBoard = swap(board, (x, y), newSpaceLoc)
return (newBoard, newSpaceloc)

def getNextValues(self, state, action):

return (self.nextState(state, action), 1)

done(self, state):

return state == self.goal

def

?&E&Kd
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Heuristic search examples

Different start state

Heuristics:

e hO: always O

e hi: number of tiles out of place

e h2: total Manhattan distance of tiles out of place

Heuristics:

e h0: always O

e hi: number of tiles out of place

e h2: total Manhattan distance of tiles out of place

e el s v il sechiid
Heuristic Visited Expanded PathCost Heuristic Visited Expanded PathCost
hO 66 37 5 ho 177,877 121,475 23
h1 14 7 5 hl 26,471 16,115 23
h2 12 6 5 h2 3,048 1,859 23

A numeric example This Week

e States: integers

e Start state: 1

e Legal actions (and successors) in state n:
{2n.n+1,n—1.n%, —n}

¢ Goal test: =10

What are possible heursitics? Are they admissible?
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Software lab: Path planning
Design lab: Map-making and planning

Nanoquiz Make-up: Wednesday, December 1: 4PM - 9PM in 34-
501

You should have filled in the tutor problem to select which NQs you

are going to make up:

e Everyone can make up NQ 1

¢ Everyone can chose any two additional two NQs to make up

e If you have excuses from S$3 for missed NQs, you can make those
up as well,

If you choose to make up a NQ, the new score will replace the
old score, even if it's lower.
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Software Lab 13: Plan 13 From
Outer Space

You can do the lab on any computer. Do athrun 6.01 update to get the files for this lab, which
will be in Desktop/6.01/1ab13/swLab/, or get the software distribution from the course web
page.

The relevant files in the distribution are:

e plannerStandaloneSkeleton.py: file to write your code in

e worlds/mapTestWorld.py, worlds/bigPlanWorld.py: files describing world configura-
tions that you can read in as specifications of planning problems.

Read section 9.5 of the readings, if you haven't already.

In this week’s software and design labs, we will build up to a system that can run on the robot,
allowing it to make a map of the obstacles around it and plan a path to a desired destination. We'll
start by formulating the basic planning problem as a search in a two-dimensional grid of states,
build a machine that makes a map using sonar data, and make the robot dynamically replan new
paths through the world as its map changes.

In this software lab, we will get our basic planning infrastructure up and running. We will work
on making plans for a robot to move among states in a discretized map of the world. The states
in the plan will be locations in the world that the robot can move among,.

Grid Map Representation

Consider a circular robot. We will be making plans for this robot moving around a simulated
world containing obstacles. The state of the robot can be described by its pose: x in meters, y in
meters, and 0 in radians: (x,y) is the location of the robot’s center and 6 is the angle that the front
of the robot makes relative to the x axis. We will use instances of the util.Pose class to represent
the robot’s poses in the real world. We can obtain the util.Point representing the x,y position
of a pose using pose.point ().

Planning paths as continuous curves in x,y, 8 is very hard, so we will instead model the robot’s
state space somewhat more coarsely. We will ignore orientation altogether and we will discretize
the x,y positions of the robot into a grid, with indices ranging from 0 to xN - 1 for x and from
OtoyN - 1fory.

So, a state for the robot, in the space that we will search for plans, is described by the coordinates
of a grid cell - a tuple of two indices, (ix, iy). It is important to be clear about when you are
working with:
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e areal world pose (an instance of util.Pose with coordinates in meters and radians), or

a real world point (an instance of util.Point with coordinates in meters), or

indices describing a grid cell (a tuple of two indices in a grid).

The figure below shows the robot in a world where the x and y coordinates vary from —1m to
+1m, which is discretized into 6 intervals in each dimension, resulting in 36 grid cells. The lower-
left cell always has indices (0, 0), with x increasing to the right and y increasing going up.

(1.0,1.0)
(5,5)

®

PN

=
e

01

(0,0) [ (1,0)

(-1.0,-1.0)

We will use the BasicGridMap class (defined in 1ib601.basicGridMap.py) to represent the
grid and indicate which grid cells contain obstacles. We can create a grid with obstacles from a
world file of the kind that we use in soar. These world files specify the min and max values for x
and y as well as boundary lines for the walls and obstacles.

These are the most important methods and attributes of the class BasicGridMap (more detailed
documentation is available in the software documentation on the reference tab of the course home

page):

pointToIndices(self, point):takesautil.Point representing coordinates of the robot
in the real world map and returns a tuple of integer indices, representing the grid cell of the
robot.

indicesToPoint(self, indices): takes a tuple of integer indices, representing the grid
cell of the robot and returns a util.Point representing coordinates of the center of that cell
in the real world map.

xN, yN:number of cells in the x and y dimensions

robotCanOccupy(self, indices): returns True if the robot can be positioned with its cen-
ter in this cell and not cause a collision with an obstacle in the world, and False otherwise.

xStep: attribute representing the length, in meters, of a side of a grid cell; we assume the cells
are square (so yStep equals xStep).
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Wk.13.1.1 Solve this tutor problem to develop an understanding of the grid map
representation.

Grid Dynamics

Now we will think about how to design a state machine class that represents the dynamics of the
robot on a grid map. The GridDynamics class will be a state machine, whose inputs are actions
the robot can take to move on the grid, and whose states are pairs of grid indices indicating the
robot’s position. We will use uniform cost search(UCS) to find shortest paths through the world
defined by the grid dynamics: UCS requires each action to be annotated by its cost, so we will use
the output of the state machine to encode the cost of each action.

The class needs to provide a 1egalInputs attribute and a getNextValues method. It does not
need to supply a done method or a starting state: we will want to specify the starting state and
the goal when we call the search procedure.

The state should be a pair (ix, iy) of indices representing the robot’s position in the grid.

The state machine should allow 8 possible actions, moving to the four directly adjacent and the
four diagonally adjacent grid cells. The elements of legalInputs will be the names of each of
these actions. It doesn’t matter what names you give the actions; in fact, the names can be tuples
that describe the actions.

Remember that the input of the state machine will be one of the elements of the list of legal
inputs; and the output of the getNextValues method should be a pair (nextState, cost),
where nextState is an (ix, iy) pair, and cost is a positive number representing the cost of
taking that action. The cost of each move should be the distance the robot will travel, measured
in meters (the length of a grid-cell side, in meters, is stored in the xStep attribute of instances of
basicGridMap.BasicGridMap). Remember that a diagonal motion is longer than a horizontal
or vertical one.

The __init__ method of your GridDynamics class should take as input an instance of the
BasicGridMap class, as described in section 1.

When implementing getNextValues be sure to consider the following:
e If the robot attempts to move into a square that it cannot occupy, it should stay where it was,
but the cost should be the same as if the move had been legal.

e You do not need to worry about moving off the boundary of the map, because the boundary
squares will already be marked as not occupiable.

e You do, however, have to be extra careful about moving diagonally: when your current and
target squares are free, but one of the other two squares that are adjacent to both the current
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and target squares is occupied, it is possible that the robot will have a collision. Such a move
should be treated in the same way as attempting to move into a square that is occupied.

e When we connect up with the map maker it may occasionally happen that the grid cell the
robot is currently in is suddenly marked as not occupiable; your dynamics should allow the
robot to move out of a cell that is not occupiable, as long as the cell it is moving into is occupi-
able.

Implement the GridDynamics class in the file plannerStandaloneSkeleton. py.

Check Yourself 1. This procedure is defined in plannerStandaloneSkeleton.py:

def testGridDynamics():
gm = TestGridMap(0.15)
r = GridDynamics (gm)
print util.prettyString(r.legalInputs)
ansl = [r.getNextValues((1,1), a) for a in r.legallnputs]
print util.prettyString(ansi)
ans2 = [r.getNextValues((2,3), a) for a in r.legalInputs]
print util.prettyString(ans2)
ans3 = [r.getNextValues((3, 2), a) for a in r.legallnputs]
print util.prettyString(ans3)

gm2 = TestGridMap(0.4)

r2 = GridDynamics(gm2)

ans4 = [r2.getNextValues((2,3), a) for a in r2.legallnputs]
print util.prettyString(ans4)

It creates two different instances of GridDynamics, tests them, and prints
out the results. Be sure you understand what the results should be. Each
time we create an instance of TestGridMap, a window will pop up show-
ing the map (it’s basically the same in both cases, except for the world is
bigger in the second (the same number of cells, but they are larger)).

Test your code by running testGridDynamics () or other test cases you find helpful, and be sure
it is correct.

Note that three of the test cases in the tutor problem are the same as the first three test cases in
our testGridDynamics; but the answers may look different because we are iterating over your
legallInputs attribute in one case, and our legalInputs attribute in the other, and they may be
in a different order. The tutor takes that into account when checking.

Wk.13.1.2 Paste your GridDynamics class definition and any helper procedures it
needs into this tutor problem; check it and submit.
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Making a plan and sticking to it

Now that we have a state machine that represents the dynamics of our domain, we can run search
algorithms on that state machine to find good paths through the space.

We want to construct a procedure
planner(initialPose, goalPoint, worldPath, gridSquareSize)

that plans a path using ucSearch.smSearch on the grid dynamics of a grid map. It should draw
the resulting path in the map, and return it.

Implement the planner procedure in plannerStandaloneSkeleton.py. It should return the
plan found by the search.

You need to pass a grid map as an argument to your GridDynamics class initializer. You can
create a grid map corresponding to a soar world with

basicGridMap.BasicGridMap(worldPath, gridSquareSize)

where worldPath is a string representing the name of a file containing a soar world definition,
and gridSquareSize is the size, in meters, of a side of each grid cell. Don’t worry about what
worldPath needs to be; just take the argument you're given and pass it through to initialize the
BasicGridMap instance.

Then, you use ucSearch.smSearch to search that machine for a path from the initial pose to the
goal point. You will need to convert both the initial pose and the goal point into grid indices for
planning.

When a BasicGridMap is created, it will create a new window, displaying the obstacles in the
world. Your planner should draw the path it finds in that window. The BasicGridMap class
provides the method drawPath(self, listOfIndices), where listOfIndices is of the form
[(ix1, iy1), (ix2, iy2), ...], specifying a list of grid-index pairs. It draws the starting
cell in purple, the ending cell in green, and the rest in blue. Remember that the plan returned by
the search is a list of (action, state) tuples, so you cannot pass that in directly.

To get the algorithm to display the states it is visiting, define your goal test function (inside the
planner procedure) to have this form:

def g(s):
gm.drawSquare(s, ’gray’)
return yourGoalTestHere

where gm is the name of your instance of BasicGridMap, s is a pair of grid indices, and your-
GoalTestHere is the actual expression that you are testing to see whether s is a goal state.

At the top of plannerStandaloneSkeleton.py, there are definitions of two worlds you can test
in, each with a reasonable start and goal point and grid square size specified. Test your procedure
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in a world by running plannerStandaloneSkeleton.py in Idle (be sure to start Idle with -n, so
you can see the graphics), and then evaluating, for example,

testPlanner (mapTestWorld)

You should see a map window pop up, first showing the obstacles, the states as they are visited,
and then, when the planner has completed, the path you drew.

Check Yourself 2. InmapTestWorld.py with the discretization, start, and goal as defined in
plannerStandaloneSkeleton.py, you should find a solution with cost
about 6.7 (that is, a path about 6.7 m long.) The search should visit about
800 nodes and expand about 270 states. Be sure you understand why some
squares are being colored gray. Does this search seem efficient?

s

Step 7. Read section 9.6 of the readings, if you haven't already.

Think of a suitable admissible heuristic, implement it, and see how it affects the planning process.
Be sure that your heuristic is expressed in the same units as the cost function.

Check Yourself 3. Test your heuristic search, first, in mapTestWorld. You should find that it
doesn’t make any difference in the length of the solution, though it may
choose a slightly different path. You should find, however, that the num-
ber of nodes visited goes down to about 500 and the number of states ex-
panded down to about 150.

Step 8. Now, test in bigPlanWorld with and without the heuristic. You should see a very noticable
difference in the number of nodes expanded. Keep screenshots showing the paths and visited
grid cells with and without the heuristic.

Checkoff 1. Demonstrate your search running in bigPlanWorld . py with the heuristic
function. Compare its behavior to the search without a heuristic function.
Explain the difference in visited states.
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Step 1.
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Design Lab 13: I Walk the Line

You can do the lab on any computer with soar. Do athrun 6.01 update to get the files for this
lab, which will be in Desktop/6.01/1ab13/designLab/, or get the software distribution from
the course web page. |

The relevant files in the distribution are:

e lineLocalizeSkeleton.py: file to write your code in

e linelLocalizeBrain.py: brain file to run, to test robot localization

e worlds/oneDreal.py, worlds/oneDdiff.py, worlds/oneDslope.py: world files for
soar simulation

Overview

In this lab, we will implement and ultimately test in soar a robot localizer, as outlined in tutor
problems wk.12.3.2 and wk.12.3.3.

Here is the architecture of the system we will construct.

Preprocessor | o | Estimator Belief

Act
io.Sensorlnput \

Select(1)

io.Action

Driver io.Action

The Driver and Select state machine classes are already implemented. The Driver machine
will generate instances of 10 . Action that make the robot move forward; the Select (1) machine
takes tuples (or lists) of values as input and always returns the second element of the tuple as
output. The robot knows the ideal readings for each of the possible discrete locations it might be
in, but doesn’t know where it is initially; the goal of the state estimation process is to determine
the robot’s location. The effect of this behavior is that the robot always drives forward, but the
state estimation process is running in parallel, and as a side effect, the current belief state estimate
of where the robot is in the world will be displayed in a window.

Preprocessor

Tutor problem wk.12.3.3 describes the preprocessor module in detail. Develop a strategy for
implementing a state machine class that will behave as a preprocessor.
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( Check Yourself 1. Be sure your implementation plan is clear. What will the internal state of
the preprocessor machine be?

What will the starting state be?

| J

Talk to a staff member if this isn’t clear to you.

. J

Step 2. Implement the preprocessor by filling in the body of the state machine class PreProcess in
lineLocalizeSkeleton.py. It should have a method __init__(self, numObservations,
stateWidth), where numObservations is the discrete number of observations and stateWidth
is the width, in meters, of a discrete robot location. Here are some useful things to remember:

e Good sonar readings will be in the range 0 to sonarDist.sonarMax, which is set to 1.5, but
actual readings might go higher than this on the real robot (e.g. to 5). Your procedure that maps
actual sonar readings into discretized sonar readings should map any value that is greater than
sonarDist.sonarMax into the highest of your discrete sonar values.

e You can use your discreteSonar procedure from wk.12.3.2, or use our implementation by
calling idealReadings.discreteSonar (sonarReading, numObservations).

e Be sure you understand round in Python: it will round a real number to the nearest whole
number but, strangely, it keeps the value in floating point. So, to turn the result into an integer,
you need to do int (round(2.8)), which will give you 3. Note that int truncates instead of
rounding, so int (2. 8) is 2, which is probably not what you want.

Make sure that the preprocessor generates a single value of None as output on the first step
(problem wk.12.3.3 may have led you to think the output should be (None, None)).

Step 3. Test your preprocessor on the example from tutor problem wk.12.3.3 as follows:
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e Run your lineLocalizeSkeleton.py filein Idle.

e Make an instance of your preprocessor machine, called pp1, using parameters that match the
tutor problem: 10 discrete observation values, 10 discrete location values, xMin = 0.0 and
xMax = 10.0 (this means that the state width is 1.0 in this example).

e Do ppl.transduce(preProcessTestData).
e Make sure the outputs match the ones from the tutor problem.

e Now make another instance, called pp2, using 20 discrete observation values, 12 discrete loca-
tion values, xMin = 0.0 and xMax = 8.0.

e Do pp2.transduce(preProcessTestData).
e The outputs should be [None, (10, 2), (3, 7)]I.

It will be useful, for later debugging, to make the PreProcess machine print its output on each
step.

Checkoff 1. Show your PreProcess output for both cases to a staff member. Be sure
the output is a single None on the first step.

State Estimator

The estimator module in our architecture will be an instance of seGraphics.StateEstimator,
which we have already written; it’s just like the state estimator you wrote last week, butit displays
the current belief state and observation probabilities in a pair of windows. Whenever we make
an instance of a state estimator, we have to pass in an instance of ssm.StochasticSM, which
describes what we know about the system whose hidden state we are trying to estimate. Our job, -
in this section of the lab, is to create the appropriate ssm.StochasticSM, with an initial belief
distribution, an observation model, and a transition model, for the robot localization problem.
The state that we are trying to estimate is the discretized x coordinate of the robot’s location,
which can be in the range 0 to numStates - 1.

The file 1ineLocalizeSkeleton.py contains the following skeleton of a procedure that should
construct and return the appropriate ssm.StochasticSM model. The parameters are:

e ideal: a list of ideal sonar readings, of length numStates

e xMin, xMax: the minimum and maximum x coordinates the robot can travel between

e numStates: the number of discrete states into which the x range is divided

e numObservations: the number of discrete observations

def makeRobotNavModel(ideal, xMin, xMax, numStates, numObservations):
startDistribution = None
def observationModel (ix):
pass
def transitionModel(a):
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pass
return ssm.StochasticSM(startDistribution, transitionModel, observationModel)

Initial distribution

Define startDistribution, which should be uniform over all possible discrete robot locations.
You can create a uniform distribution with dist .UniformDist.

Observation model =

The observation model is a condit(i_émal probability distribution, represented as a procedure that
takes a state (discrete robot location) as input and returns a distribution over possible observa-
tions (discrete sonar readings). Our job is to create an observation model that characterizes the
distribution of sonar readings that are likely to occur when the robot is in a particular location.

This figure shows a histogram of 10,000 sonar readings generated in a situation in which there
were 100 possible discrete sonar values over the range 0 to 1.5 m and where the ideal sonar
reading was 0.5 m. The x axis is the discrete sonar reading and the y axis is the number of
readings (out of 10,000) that fell into that interval.

2500

2000

1500

1000 |-

500

0 20 40 60 80 100

It has the following features:

e There is always a non-trivial likelihood of getting an observation at the maximum range (due
to reflections, etc). The maximum value is sonarDist . sonarMax.

e It is most likely to get an observation at the ideal distance, but there might be small relative
errors in the observation (that is, we might see an object at (.88 meters when it’s really at 0.9
meters).

e There is some small chance of making any observation (due to someone walking by, etc.).
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Pay particular attention to the ‘width’ of the noise distribution. It is important to write your
mixture models so they are sensitive to the discretization granularity of the sonar readings: with
the same amount of noise in the real world, the width in terms of the number of bins will be
different for different granularities.

Youcanusedist.MixtureDist,dist.triangleDist,dist.UniformDist, and dist.DeltaDi st’
to construct a distribution that describes well the data shown in histogram.

Check Yourself 2. Sketch out your plan for the observation model. Be sure you understand
the type of the model and the mixture distributions you want to create.
Ask a staff member if you're unsure on any of these points.

Step 5. Implement the observation model and test it to be sure it’s reasonable. It doesn’t need to match
the histogram in the figure exactly.

For debugging, you can create a model, and then get the observation conditional probability
distribution like this:

model = makeRobotNavModel (testIdealReadings, 0.0, 10.0, 10, 10)
model.observationDistribution [/
(1) € sme #

Here, testIdealReadings is the same set of ideal readings from tutor problem wk.12.3.3. Recall
that these readings are already discretized.

Debug your distributions by plotting them, being sure that you have started Idle with -n. If d is
a distribution you've created, you can plot it with distPlot.plot(d).

If observationModel is your observation model, using the readings in testIdealReadings,
write down the 4 highest-probability entries in observationModel(7) (this is an instance of
DDist). What does the 7 stand for here?

at j?oszf}m ws |

Step 6. Now, make a model for the case with 100 observation bins, instead of 10.
modell100 = makeRobotNavModel(testIdealReadings100, 0.0, 10.0, 10, 100)

Plot the observation distribution for robot location 7 in model and mode1100. Be sure they are
consistent and correct.
3.3 Transition model

The transition model is a conditional probability distribution, represented as a procedure that
takes an action as input and returns a procedure; that procedure takes a starting state (discrete
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robot location) as input, and returns a distribution over resulting states (discrete robot locations).
You can compute the next location that would result if there were no error in odometry, and
then return a distribution that takes into account the fact that there might be errors in the robot’s
reported motion.

For now, the only error in the transitions is due to discretization of the reported actions. Think
about what discrete locations the robot could possibly have moved to, given a reported action of
having moved k discrete locations. Use a triangle distribution to model the discretization error.

Check Yourself 3. Sketch out your plan for the transition model. Be sure you understand the
type of the models and the distributions you want to create. Ask a staff
member if you're unsure on any of these points.

Implement the transition model and test it to be sure it’s reasonable. Create a ssm.StochasticSh,
and then get the transition model (which is a procedure that returns a conditional probability
distribution) like this:

model = makeRobotNavModel (testIdealReadings, 0.0, 10.0, 10, 10)
model.transitionDistribution

If transitionModel is your transition model, write down transitionModel (2) (5) (this is an
instance of DDist). What do the 2 and 5 stand for here? Be sure the result makes sense to you.

| |

Combined preprocessing and estimation

Now we’ll put the two modules we just made together and be sure they work correctly. Use
sm.Cascade to combine

e an instance of your PreProcess class, and

e an instance of the seGraphics.StateEstimator class.

The seGraphics.StateEstimator instance is given your ssm.StochasticSM model, using 10

discrete observation values, 10 discrete location values, xMin = 0.0, and xMax = 10.0. Call this
machine ppEst.

Check Yourself 4. Do ppEst .transduce (preProcessTestData). Compare the result to
the belief states in wk.12.3.3. Remember that you are now assuming
noisy observations and noisy actions. Are your results consistent with the
ones you found in the tutor?
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Checkoff 2. Show your answers to the questions above and your plots of the observa-
tion distributions to a staff member. Explain what they mean.

4 Putting it All Together

Now, we'll put all the machines together to make a behavior that can control the robot. The file
linelocalizeBrain.py contains all the scaffolding necessary. It makes one call that you need
to think about:

robot.behavior = \
lineLocalize.makeLineLocalizer (numObservations, numStates, ideal, xMin, xMax, y)

Step 9. In your lineLocalizeSkeleton.py file, implement the procedure makeLineLocalizer with
the arguments shown above; it should construct a complete robot behavior, as outlined in the
architecture diagram, whose inputs are io.SensorInput instances and whose outputs are
io.Action instances. Read about the sm.Select state machine in the software documentation.

You will need instances of the preprocessor and estimator machines like those you made in the
previous section, together with the driver state machine. The driver is a state machine whose
input is an instance of io.SensorInput and whose output is an instance of io.Action. You can
create it with

move.MoveToFixedPose (util.Pose (xMax, robotY, 0.0), maxVel = 0.5)

assuming that the robot starts at some location with y coordinate robotY, and will move to the
right until its x coordinate is xMax.

Step 10. Startsoar and run your behavior using 1ineLocalizeBrain.py in the world worlds/oneDdiff. py.
It will pop up windows like these (to see the colors, look at it online):

ae 0 PO S) !
llllii;;illllllllllllll;llllllllllIllllllllliiliiiiiiillllllllll!lllllllllllllllIlllllllllllllllIllllllllllllllllllllllj/
Gis % Balief

BULERELEREEREE Gl b L Gl D LGl BB b el el felatafa el el fe el alefabibsteRadelefeleleRelelfalsfsfebedal efalaled el telofelelafelehefe ke A LB efe e LB e D LoD D A

The first window shows, for each state (possible discrete location of the robot), how likely the
current observation is in that state. In this example, the robot’s current observation is one that
is likely to be observed when it is in any of the locations that is colored blue, and unlikely to
be observed in the locations colored red. The second window shows the current belief state,
using colors to indicate probabilities. Black is the uniform probability, brighter blue is more likely,
brighter red is less likely. The actual location of the robot is shown with a small gold square in the
belief state window.

You can use the step button in soar to move the robot step by step and look at and understand
the displays. It is necessary to move the robot two steps before the displays become interesting.
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Now run your behavior in the world oneDreal . py (you will need to edit the line in 1ineLocal-
izeBrain.py that selects the world file, as well as select a new simulated world in soar). What is
the essential difference between this world and oneDdiff.py?

Now run your behavior in the world oneDslope. py, without changing the world file selected
in the brain. This will mean that the robot thinks it is in the world oneDreal . py, and has obser-
vation models that are appropriate for that world, but it is, instead, in an entirely different world.
What happens when you run it? What do the displays mean?

Checkoff 3. Demonstrate your running localization system to a staff member. Explain
the meanings of the colors in the display windows and argue that what
your system is doing is reasonable. Explain why the behavior differs be-
tween oneDreal and oneDdiff. Explain what happens when there is a
mismatch between the world and the model.

If you're interested in doing more...

Here are some possible extensions to this lab.

Handle Teleportation
Add this code to your brain file:

teleportProb = 0.0
import random
class RandomPose:
def draw(self):
x = random.random()*(xMax - xMin) + xMin
return (x, y, 0.0)
io.enableTeleportation(teleportProb, RandomPose())

If you set teleportProb to a value greater than 0, it will, with that probability, on each motion
step, "teleport’ the robot to an x coordinate chosen uniformly at random from the robot’s x range.
(maintaining the same heading and y coordinate). This is a good way to test your localization.

If necessary, modify your transition distribution so that it can cope with a world in which the
robot might teleport. Think about what parameter in your model should match teleportProb.

Turn up the teleportation probability and see if your robot can cope.

Real robot

Try your localizer on the real robot. You'll need to:
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e SetmaxVel to 0.1

e Take out the discreteStepLength call from the brain.

e Change cheatPose to False

e Change the y value of the target pose for the driver to 0.0

e Use boxes covered with bubble wrap to set up a world that corresponds to oneDreal . py.

o (Possibly) adjust the amount of noise in your model of the sonar and the motion error.

Metric and simulation experiments

By looking at the belief-state windows during simulation, we can get a reasonably good idea
of whether our estimator is working, but it is hard to tell how well. This is especially a problem,
because there is no noise in the sonar readings generated by the simulator. In this upload problem,
we will add noise to the simulated sonar and odometry readings, and we will devise a "metric’
for, or way of measuring, the effectiveness of the estimator.

To do this, we will need to add two new modules to our system, resulting in the architecture
shown here:

[

| Metric

Obs }4;

Estimator

A

|  Corrupter Preprocessor

v ¥

>
Noisy
Obs

Act

io.Action Select(1)

-
io.Action

A\

> Driver

10.Sensorinpui

These are the new modules:

e Corrupter: This machine takes in the true sonar and odometry readings and corrupts them
with noise.
— Input: Instance of io.SensorInput.
— Output: Instance of corruptInput.CorruptedSensorInput.

You can treat instances of the corruptInput.CorruptedSensorInput class as if they were
instances of i0.SensorInput: they have exactly the same attributes. The values in the output
class are just slightly corrupted versions of the sensor and odometry values in the input. We
have implemented this class for you. To make a new instance of this machine, do:

corruptInput. SensorCorrupter (sonarStDev, odoStDev)

where sonarStDev is the standard deviation of the noise added to the sonar measurements
and odoStDev is the standard deviation of the noise added to the x component only of the
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odometry. Start with very little corruption (e.g., standard deviations of 0.01). A triangle dis-
tribution with a half-width of 30 is a reasonable discrete approximation to a Gaussian with
standard deviation o.

e Metric: The Metric state machine has these types:

— Input: Pair (inp, belief) where inp is an instance of i0.SensorInput, containing the true
robot odometry, and belief is a distribution over the possible discrete x locations of the
robot.

— Output: Real number representing average estimation quality over the life of the machine.

The metric state machine outputs a measure of how ‘correct’ the belief state is: that is, how
much probability it assigns to some range of locations near the robot’s true location. It also
prints the metric value on each time step.

Knowing the true x location of the robot and the estimator’s belief state, what is a good measure
of how well the estimator is performing? Be sure that your measure is as insensitive as possible
to the size of the discretization. Think, for example, whether the metric you have come up with
will be as appropriate when the x range is divided into 30 bins as when it is divided into 300.

1. Implement a metric state machine. It doesn’t really matter what it outputs, but it should print,
on every step, the measure of how good the current belief state is, as well as the average of the
per-time-step measures since the machine has been running.

2. Change your controller so that it incorporates the corrupter and your metric.

3. Formulate and run and report on data for three experiments. Here are some experiments you
might try:
— Hold the noise level fixed (possibly at 0), and experiment with different values of the dis-
cretization of the robot state and /or the sonar observations. How does the performance of
the estimator vary?

— Hold the discretization levels fixed, and vary the amount of noise in the world. You could
hold your model constant (thus experimenting with the degree of match/mismatch between -
your model and the world). Or, you could make your model as accurate a reflection of the
noise in the world as possible (thus experimenting with the limits of estimation as the sensor
data becomes noisier).

— Hold noise and discretization levels fixed, and experiment with different worlds. You can
also try these worlds: oneDreal . py and oneDslope.py.
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6.0 Intreduction to EECS 1

Week 14 December 7, 2010

6.01: Introduction to EECS 1

PCAP Recap

Week 14 December 7, 2010

Putting the pieces together

e Software design and implementation

e Circuits for sensing and motor control

e Linear systems controllers for trajectory following
e Probabilistic state estimation

e Trajectory planning

)

PCAP systems in 6.01, large and small

To design and analyze complex systems, we have to find organizing
structures that are compositional:

e primitives

¢ means of composition

¢ means of abstraction

e abstract entities can do anything a primitive can

Infinite use of finite means. — von Humboldt

A Sets F%;&(ﬁ

e Procedures: function composition and definition

e Data: lists, dictionaries, objects

e Polynomials: add, mul

e State machines: cascade, parallel

e Terminating SMs: sequence, repeat

¢ Signals: add, scale, delay, transduce

e Systems: cascade, feedback

e Circuits: resistor, voltage/current source, wiring
abstraction via equivalents, isolation via op-amps "16’&/@ m

e Plans: individual actions, sequencing J

¢ Probability distributions: joint, condition, marginalize

 Probability distributions: square, triangle, mixture

(lasses + tasdanges

(@ (a/':[d < cleep d@{a streatne

=y

KT RGN

Follow-On Courses

SB in Computer Science and Molecular Biology

¢ 6.041 — Probabilistic Systems Analysis
Prereq: 18.02 :

¢ 6.042 — Mathematics for Computer Science - Utsagﬂ!(, m(dﬁ
Prereq: 18.01 .

+  6.02 - Introduction to EECS 11 ~ (' gapujcaftn
Prereq: 18.03 or 18.06; 6.01

e 6.002 — Circuits and Electronics
Prereq: 18.03; 6.01

¢ 6.005 — Elements of Software Construction- (aﬂpe{{ (7(1{{{ ﬂYL
Coreq: 6.042; 6.01 (

+ 6.006 — Introduction to Algorithms WOrk
Prereq: 6.042; 6.01

s 6.007 — Electromagnetic Energy: From Motors to Lasers
Prereq: 18.03; 6.01

e 6.034 — Artificial Intelligence
Prereq: 6.01

e Proposed new degree jointly administered by EECS and Biology

e Prepares students for graduate study in biology, in CS, and in
emerging programs at the interface

e Prepares students for careers that leverage computational biol-
ogy, e.d,, pharmaceuticals, bioinformatics, medicine, ...

s




6.01: Introduction to EECS 1

Week 14 December 7, 2010

SB in Computer Science and Molecular Biology

(IAP activities

Requirements:

¢ Mathematics and introductory subjects (3) — (18.03 or 18.06),
6.01, Math for CS

« Chemistry (2) — Organic Chemistry and Thermodynamics

« Introductory Lab (1,5) — Intro to Experimental Biology

¢ Foundational CS (3) — Software Engineering, Introductory and
Advanced Algorithms

¢ Foundational Biological Science (3) — Genetrics, Biochemistry,
Cell Biology

» Restricted Elective in Computational Biology (1)

¢ Restricted Elective in Molecular/Cellular Biology (1)

e Advanced Undergraduate Project

¢ Maslab
— IAP Robotics competition, listed as 6.186
e 6.270 — Autonomous Robot Design Competition
¢ 6.370 — BattleCode AI programming competition
¢ 6.470 (officially listed as 6.188)
— Learn how to build a website, engage in an exciting compe-
tition "for glory, honor and money”
— Lectures include HTML5, CSS, JavaScript, AJAX, PHP,
MySQL, Ruby on Rails, Silverlight, and Flash
— See web.mit.edu/6.470

Little Brother — Cory Doctorow

Putting PCAP ideas to work

If you've never programmed a computer, you should. There's nothing like it in the
whole world. When you program a computer, it does exactly what you tell it to do.
It’s like designing a machine—any machine, like a car, like a faucet, like a gas-hinge for
a door—using math and instructions. It’s awesome in the truest sense: it can fill you
with awe.

A computer is the most complicated machine you'll ever use. It’s made of billions
of micro-miniaturized transistors that can be configured to run any program you can
imagine. DBut when you sit down at the keyboard and write a line of code, those
transistors do what you tell them to.

Most of us will never build a car. Pretty much none of us will ever create an aviation
system. Design a building. Lay out a city.

Those are complicated machines, those things, and they’re off-limits to the likes of you
and me. But a computer is like, ten times more complicated, and it will dance to any
tune you play. You can learn to write simple code in an afternoon.

Start with a language like Python, which was written to give non-programmers an easier
way to make the machine dance to their tune. Even if you only write code for one day,
one afternoon, you have to do it. Computers can control you or they can lighten your
work - if you want to be in charge of your machines, you have to learn to write code.

¢ PR2 Humanoid robot
e Little Dog




Design Lab 14 — Fall 10 1

DL14: I'm the Map!

-

e Checkoffs: The checkoffs are due during software and design labs this week. You are W
expected to work during both labs, but are not expected to do any work outside of lab
time.

e Windows: The graphics software that we are using seems to crash fairly reliably under
Windows Vista and Windows 7. Please use a lab laptop instead.

e Steps: This lab is written with many small steps to help debugging. If you have done
checkoff 1 and feel confident in your debugging skills, you can skip straight to imple-
menting a system that passes checkoff 4, building a map that works reliably in medium
noise conditions, using state estimation to aggregate multiple sonar readings over time.

N ok

You can do the lab on any computer that can run soar (modulo the comment above about crashes
on Windows 7 and Windows Vista). Do athrun 6.01 update to get the files for this lab, which
will be in Desktop/6.01/1ab14/designLab/, or get the software distribution from the course
web page.

The relevant files in the distribution are:

e mapMakerSkeleton.py: file in which to write your map maker code

e mapAndReplanBrain.py: brain file to run the map maker

e bayesMapSkeleton.py: file in which to write your Bayesian map representation

e robotRaceBrain.py: brain file for running on the real robot

e mapAndRaceBrain.py: brain file for running in simulation; prints out timing information

Introduction

In this lab, we will connect the planner from Software Lab 13 with a state machine that dynami-
cally builds a map as the robot moves through the world. The robot will, optimistically, start out
by assuming that all of the locations it does not know about are free of obstacles, it will make a
plan on that basis, and then begin executing the plan. But, as it moves, it will see obstacles with its
sonars, and add them to its map. If it comes to believe that its current plan is no longer achievable,
it will plan again. Thus, starting with no knowledge of the environment, the robot will be able to
build a map. We'll start by building a simple map maker, then see what happens as the sensor
data becomes less reliable, then adapt the map maker to handle unreliable sensor data.

Here is a diagram of the architecture of the system we will build.
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GridMap

»| MapMaker

Replanner | Subgoal Point

Sensorlnput MoveTo

» DynamicPoint |— 5

—— ACtiON

Our architecture has three modules. We will give you our implementations of the replanner and
the module that moves to a given point; you will concentrate on the mapmaker.

Themove .MoveToDynamicPoint class of state machines takes instances of util.Point as input,
and generates instances of io.Action as output. That means that the point at which the robot is
‘aiming’ can be changed dynamically over time. (Remember that you wrote a machine like this
in lab 3!).

The replanner.ReplannerWithDynamicMap state machine takes a goalPoint as a parameter
at initialization time. The goalPoint is a util.Point, specifying a goal for the robot’s location
in the world, which will remain fixed. The robot’s sensor input (which contains information
about the robot’s current location) as well as the DynamicGridMap instance that is output by the
MapMaker will be the inputs to this machine. The replanner makes a new plan on the first step,
draws it into the map, and outputs the first ‘subgoal’ (that is, the center of the grid square to which
the robot is supposed to move next), which is input to the driving state machine. On subsequent
steps the replanner does two things:

1. It checks to see if the first or second subgoal locations on the current plan are blocked in the
world map. If so, it calls the planner to make a new plan.

2. It checks to see if it has reached its current subgoal; if so, it removes that subgoal from the front
of its stored plan and starts generating the next subgoal in the list as output.

Mapmaker, mapmaker, make me a map

Your job is to write a state-machine class, MapMaker, in the file mapMakerSkeleton.py. It will
take as input an instance of io.SensorInput. Its state will be the map we are creating, which
can be represented using an instance of dynamicGridMap.DynamicGridMap, which is like ba-
sicGridMap.BasicGridMap, but instead of creating the map from a file, it allows the map to
be constructed dynamically. The grid map will be both the state and the output of this machine.
The starting state of the mapmaker can just be the initial dynamicGridMap.DynamicGridMap
instance.

For efficiency reasons, we are going to violate our state machine protocol and say that your get-
NextValues method should return the same instance of dynamicGridMap.DynamicGridMap
that was passed in as the old state, returning this instance as the next state and the output. It
should make changes to that map using the setCell and clearCell methods. If we were to
copy it every time, the program would be painfully slow.
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The dynamicGridMap .DynamicGridMap class provides these methods:

__init__(self, xMin, xMax, yMin, yMax, gridSquareSize): initializes a grid with
minimum and maximum real-world coordinate ranges as specified by the parameters, and
with grid square size as specified. The grid is stored in the attribute grid. Initially, all values
are set to False, indicating that they are not occupied.

setCell(self, (ix, iy)): sets the grid cell with indices (ix, iy) to be occupied (that is,
sets the value stored in the cell to be True).

clearCell(self, (ix, iy)): sets the grid cell with indices (ix, iy) to be not occupied
(that is, sets the value stored in the cell to be False).

occupied(self, (ix, iy)): returns True if the cell with indices (ix, iy) is occupied by
an obstacle.

robotCanOccupy(self, (ix, iy)): returns True if it is safe for the robot to have its center
point anywhere in this cell.

squareColor (self, (ix, iy)): returns the color that the grid cell at (ix, iy) should be
drawn in; in this case, it draws a square in black if it is marked occupied by an obstacle. It draws
squares in gray that are not occupied by obstacles but are not occupiable by the robot because
they are too close to an obstacle square; the gray cells are computed by robotCanOccupy.

What should the mapmaker do? The most fundamental thing it knows about the world is that the
grid cell at the very end of a sonar ray is occupied by an obstacle. So, on each step, for each sonar
sensor, if its value is less than sonarDist . sonarMax, you should mark the grid cell containing the
point at the end of the sonar ray in the map as containing an obstacle. The sonarHit procedure
you wrote in tutor problem Wk.12.2.1 is available as

sonarDist.sonarHit (dist, sonarPose, robotPose)

A list of the poses of all the sonar sensors is available in sonarDist . sonarPoses.

Ty

Check Yourself 1. Consider these two possible sensor input instances (each has a list of 8
real-valued sonar readings and a pose).

testData = [SemsorInput([0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2],
util.Pose(1.0, 2.0, 0.0)),
SensorInput([0.4, 0.4, 0.4, 0.4, 0.4, 0.4, 0.4, 0.4],
util.Pose(4.0, 2.0, -math.pi))]

Be sure you understand why they give rise to the map shown below. Re-
member that the black squares are the only ones that are marked as occu-
pied as a result of the sonar readings; the gray squares are the places that

the robot cannot occupy (because it would collide with one of the black
locations).




Step 2.

Step 3.

Step 4.
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Implement the MapMaker class. It will be called as follows:
MapMaker (xMin, xMax, yMin, yMax, gridSquareSize)

Remember to initialize the startState attribute and to define a getNextValues method that
marks the cells at the end of the sonars rays in the input.

Test your map maker inside idle (be sure to start with the -n flag). by doing this:

testMapMaker (testData)

It will make an instance of your MapMaker class, and call transduce on it with the testData
from the Check Yourself question. Verify that your results match those in the figure.

Now, test your code in soar. The file mapAndReplanBrain.py contains the necessary state ma-
chine combinations to connect all the parts of the system together into a brain that can run in soar.
You can work in any of the worlds described in the top of the brain file; select the appropriate
simulated world in soar, and then be sure that you have a line like useWorld(d114World) that
selects the appropriate dimensions for the world you're working in. Be sure to use the simulated
world corresponding to the world file you have selected when you test your code.

A window will pop up that shows the current state of the map and plan. Black squares are those
the map maker has marked as occupied. Sometimes squares will be drawn in gray: that means
that, although they are not occupied by obstacles, they are not occupiable by the robot. Not all
such non-occupiable squares will be drawn in gray (we don’t want to redraw the whole screen
too often), however.
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Step 6.

Step 7.
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Checkoff 1. Show the map that your mapmaker builds to a staff member. If it does
anything surprising, explain why. How does the dynamically updated
map interact with the planning and replanning process? Is the total path
that the robot takes optimal with respect to the true map?

A noisy noise annoys an oyster

By default, the sonar readings in soar are perfect. But the sonar readings in a real robot are nothing
like perfect. Find the line in mapAndReplanBrain.py that says:

soar.outputs.simulator.SONAR_VARIANCE = lambda mean: noNoise
and change it to one of

soar.outputs.simulator.SONAR_VARIANCE
soar.outputs.simulator.SONAR_VARIANCE

lambda mean: smallNoise
lambda mean: mediumNoise

This increases the default variance (width of gaussian distribution) for the sonar noise model to a
non-zero value.

Check Yourself 2. Run the brain again in these noisier worlds. Why doesn’t it work? How
does the noise in the sensor readings affect its performance?

In fact, we get more information from the sonar sensors than just the fact that end of the ray is
occupied. We also know that the grid cells along the sonar ray, between the sensor and the very
last cell, are clear. Even when the sonar reading is greater than the maximum good value, you
might consider marking the cells along the first part of the ray as being clear.

Improve your MapMaker class to take advantage of this information. You will probably find the
procedure util.lineIndices(start, end) useful: start and end should each be a pair of
(x, y) integer grid cell indices; the return value is a list of (x, y) integer grid cell index pairs that
constitute the line segment between start and end. You can think of these cells as the set of
grid locations that could reasonably be marked as being clear, based on a sonar measurement. Be
sure not to clear the very last point, which is the one that you are already marking as occupied;
although it might work now, if you clear and then mark that cell each time, it will cause problems
in Section 4, when we use a state estimator to aggregate the evidence we get about each grid cell
over time.

Test your new MapMaker in Idle by doing

testMapMakerClear(testClearData)



Step 8.
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Note that this is testMapMakerClear, which is a different procedure from testMapMaker. It
will create an instance of your map maker and set all of the grid squares to be occupied, initially.
Then it will call transduce with this input:

testClearData = [SemsorInput([1.0, 5.0, 5.0, 1.0, 1.0, 5.0, 5.0, 1.0],
util.Pose(1.0, 2.0, 0.0)),
SensorInput([1.0, 5.0, 5.0, 1.0, 1.0, 5.0, 5.0, 1.0],
util.Pose(4.0, 2.0, -math.pi))]

Check Yourself 3. Predict what the resulting map should look like, and make sure your code
produces the right thing.

Run mapAndReplanBrain in soar again and make sure you understand what happens with both
no noise and medium noise.

Checkoff 2. Show your new map maker running, first with no noise and then with
medium noise. We don’t necessarily expect it to work reliably: but you
should explain what it's doing and why.

Bayes Map

One way to make the mapping more reliable in the presence of noise is to treat the problem as
one of state estimation: we have unreliable observations of the underlying state of the grid squares,
and we can aggregate that information over time.

Our space of possible hypotheses for state estimation should be the space of all possible maps.
But if our map is a 20 by 20 grid, then the number of possible map-grids is 2*°° (each cell can
either be occupied or not, and so this is like the number of 400-digit binary numbers), which is
much too large a space in which to do estimation. In order to make the problem computationally
tractable, we will make a very strong independence assumption: the state of each square of the
map is independent of the states of the other squares. If we do this, then, instead of having one
state estimation problem with 2490 states, we have 400 state estimation problems, each of which
has 2 states (the grid cell can either be occupied or not).

Luckily, we have already built a nice state-machine class for state estimation, and we can use it to
build a new subclass of dynamicGridMap . DynamicGridMap, where each cell in the grid contains
an instance of seFast . StateEstimator (which you implemented in Wk.11.2.3).

Your job is to write the definition for the BayesGridMap class, in the file bayesMapSkeleton. py.
Before doing this, you’ll need to think through how to use state estimators as elements of the grid.



Step 9.

Step 10.
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Recall that the argument to the __init__ method of seFast.StateEstimator is an instance of
ssm.StochasticSM, which specifies the dynamics of the environment. Here are some points to
think about when specifying the world dynamics of a single map grid cell:

e There are two possible states of the cell: occupied or not.

e There are two possible observations we may make of this cell: it is free, or it was the location of
a sonar hit.

e You can assume that the environment is completely static: that is, that the actual state of a grid
cell never changes, even though your belief about it changes as you gather observations. But,
if you want to, you can also consider the situation where the environment changes, perhaps
because furniture is moved.

Check Yourself 4. Remember that the sonar beams can sometimes bounce off of obstacles and
not return to the sensor, and that when we say a square is clear, we say that
it has nothing anywhere in it. What do you think the likelihood is that we
observe a cell to be free when it is really occupied? That we observe it as a
hit when it is really not occupied? What should the prior (starting) proba-
bilities be that any particular cell is occupied?

Decide on possible values for the state of the cell. Assume that the obser-
vation can be either *hit’, if there is a sonar hit in the cell or ? free?’ if the
sonar passes through the cell. To forestall confusion, pick names for the
internal states that are neither ’hit’ nor *free’.

If you are having trouble formulating the starting distribution, observation
and transition models for the state estimator, talk to a staff member.

. A

Write code in bayesMapSkeleton.py to create an instance of ssm.StochasticSM that models
the behavior of a single grid cell.

Test your grid cell model by doing
testCellDynamics(cellSSM, yourTestInput)

where cel1SSM is an instance of ssm.StochasticSM and yourTestInput is one of the lists be-
low. It will create an instance of a state estimator for a single grid cell and feed it a stream of
observations. Then it will call transduce with the data input.

What is its final degree of belief that the cell is occupied if you give it this input data? (Why are
the Nones here?)

mostlyHits = [(’hit’, None), (’hit’, Nome), (*hit’, None), (’free’, None)]

How about if you give it this input data?
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mostlyFree = [(’free’, None), (’free’, None), (’free’, Nome), (’hit’, None)]

Now it is time to think through a strategy for implementing the BayesGridMap class. You will
have to manage the initialization and state update of the state estimator machines in each cell
yourself. You should be sure to call the start method on each of the state-estimator state ma-
chines just after you create this grid. You will also, whenever you get evidence about the state of
a cell, have to call the step method of the estimator, with the input (o, a), where o is an obser-
vation and a is an action; we will be, effectively, ignoring the action parameter in this model, so
you can simply pass in None for a.

You can remind yourself of the appropriate methods for creating a state estimator and for start-
ing and stepping a state machine by looking at the online software documentation.

Your BayesGridMap will be a subclass of DynamicGridMap and can be modeled directly on the
following aspects of DynamicGridMap . py:

class DynamicGridMap(gridMap.GridMap):

def makeStartingGrid(self):
return util.make2DArray(self.xN, self.yN, False)

def squareColor(self, (xIndex, yIndex)):
if self.occupied((xIndex, yIndex)): return ’black’
else: return ’white’

def setCell(self, (xIndex, yIndex)):
self.grid[xIndex] [yIndex] = True
self .drawSquare((xIndex, yIndex))

def clearCell(self, (xIndex, yIndex)):
self.grid[xIndex] [yIndex] = False
self .drawSquare((xIndex, yIndex))

def occupied(self, (xIndex, yIndex)):
return self.grid[xIndex] [yIndex]

Here is some further description of the methods you’ll need to write. Remember that the grid of
values in a DynamicGridMap is stored in the attribute grid. We don’t need to write the __init__
method, because it will be inherited from DynamicGridMap.

e makeStartingGrid(self): Construct and return two-dimensional array (list of lists) of in-
stances of seFast.StateEstimator. You can use the attributes xN and yN of self to know
how big to make the array. You should use util.make2DArrayFill for this (be sure you
understand why make2DArray is not appropriate).

e setCell(self, (xIndex, yIndex)): This method should do a state-machine update on
the state machine in this cell, for the observation that there is a sonar hit in this cell. And it
should redraw the square in the map in case its color has changed.

e clearCell(self, (xIndex, yIndex)): This method should do a state-machine update on
the state machine in this cell, for the observation that this cell is free. And it should redraw the
square in the map in case its color has changed.
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e occProb(self, (xIndex, yIndex)): This method returns a floating point number be-
tween 0 and 1, representing the probability with which we believe that the specified cell is
occupied. This is used for display purposes by the squareColor method, which has already
been written.

o occupied(self, (xIndex, yIndex)): This method returns True if the cell should be con-
sidered to be occupied for the purposes of planning and False if not. You may have to ex-
periment with this a bit in order to find a good threshold on the probability that the square is
occupied. Use the occProb method specified above.

Step 11.

[ Wk.14.2.3 Solve this tutor problem on making collections of object instances. }

Step 12. Now, implement the BayesGridMap class in bayesMapSkeleton.py. It already has the square-
Color method defined.

Step 13. Test your code in Idle by:

e Changing your MapMaker to use bayesMap .BayesGridMap instead of dynamicGridMap .DynamicGridMap.
No further change to that class should be necessary.

¢ Running mapMakerSkeleton.py in Idle, and then typing in the shell:

testMapMakerN(1, testData)

It will do an update with the same data as we used in with the dynamic grid map. Now, the win-
dow that pops up uses a different color scheme: white means likely to be clear and bright green
means likely to be blocked, with continuous variation between the colors. If a cell is considered
to be blocked, it is colored black; if a cell is not blocked, but is also not occupiable by the robot, it
is colored red.

If you type
testMapMakerN(2, testData)

then it will update the map 2 times with the given data.

Check Yourself 5. Try it with two updates. Try it with testClearData. Be sure it all makes
sense.

Step 14. Now, test your mapper in soar, by running mapAndReplanBrain as before. You might find it
particularly useful to use the step button.



Design Lab 14 — Fall 10 10

Checkoff 3. Demonstrate your mapper in mapAndReplanBrain using your BayesMap
module with medium and high noise. If it doesn’t work with high noise,
explain what the issues are.

5 Real robot

Now, let’s see how well this works in the real world! Take your laptop to one of the real-world
playpens, connect it to a robot, and run robotRaceBrain.py. You may have to adjust the para-
meters in your state estimator (typically, the false-positive rate, or the threshold for considering a
square to be blocked) in order for it to work reliably.

Checkoff 4. Demonstrate your mapper on a real robot. You can move the obstacles
around in the playpen for added fun, but be sure that you don’t make it
impossible to go from the start to the goal.

6 Go, speed racer, go!

Thus far, we worked on speeding up planning time by using a heuristic. And our robots can
avoid obstacles by building a map and planning paths to avoid them. Now, we’re going to work
on making our robots move more quickly through the world. Your job during this lab is to speed
up your robot as much as possible; at the end, we'll have a race.

In this section we will concentrate on the Replanner and MoveToDynamicPoint modules.

The mapAndRaceBrain.py is currently set up to work in raceWorld.py: select that as the sim-
ulated world, and run the brain. To change the world you're working in, change the useWorld
line in the brain (and remember to change the simulated world, as well).

When you run using mapAndRaceBrain.py, you'll notice that, when the robot reaches its goal, it

stops and prints out something like

Total steps: 320
Elapsed time in seconds: 209.554840088

That’s the number of soar primitive steps it took to execute your plan, and the amount of elapsed
time it took. These numbers will be your “score’. Note that we are aiming for low scores!

You can debug on your own laptop or an athena machine, but scores will only be considered
official if they are run on a lab laptop.
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Check Yourself 6. Run your robot through raceWorld and see what score you get. Write this
down, because it’s your baseline for improvement.

You will notice that there are several things that slow your robot down as it executes its plans:

e Each individual step, from grid cell to grid cell, is controlled by a proportional controller in
move .MoveToFixedPoint. The controller has to slow down to carefully hit each subgoal.

e Rotations take a long time.

Below are some possible strategies for addressing these problems. You don’t need to do any or all
of these. If you pick one of your own (which we encourage!), talk to a staff member.

You can speed up the robot by producing a plan that requires less stopping and/or less turning.
Implement these by editing your GridDynamics class or the ReplannerWithDynamicMap class
in replannerRace. py (read that code carefully).

1. Plan with the original set of actions, but then post-process the plan to make it more efficient.
If the plan asks the robot to make several moves along a straight line, you can safely remove
the intermediate subgoals, until the location where the robot finally has to turn.

2. Augment the space in which you are planning to include the robot’s heading. Add an ad-
ditional penalty for actions that cause the robot to rotate. Experiment with the penalty to
improve your score. (This is pretty hard to get right; only do it if you have lots of spare time).

3. Increase the set of actions, to include moves that are more than one square away. You can use
the procedure util.lineIndicesConservative((ix1, iy1), (ix2, iy2)) to geta list
of the grid cells that the robot would have to traverse if it starts at (ix1, iy1) and ends at
(ix2, 1iy2). This list of grid cells is conservative because it doesn’t cut any corners.

You can also speed up the execution of the paths by changing the gains and tolerances in the
move.MoveToDynamicPoint behavior (in move.py). Read the code in the file to understand
what these parameters mean, and then consider adjusting them to improve the robot’s behavior.
But be sure you do not cause crashes into obstacles! You can edit these lines of code in mapAn-
dRaceBrain.py.

move.MoveToFixedPoint.forwardGain = 1.0
move .MoveToFixedPoint.rotationGain = 1.0
move.MoveToFixedPoint.angleEps = 0.05

You are not allowed to change the maxVel parameter.
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Step 16. Implement some improvements to make the robot go faster.

Check Yourself 7. TPost your best scores in simulation on raceWorld and lizWorld on the
board.

Step 17. Run on a real robot, using robotRaceBrain.py. It has a good pair of start-goal values and
boundaries for the size of the big world in the front of the room. It will only work on the robot. If
you want to test in simulation, you can switch back to using mapAndRaceBrain. py.

Checkoff 5. Post your best score on the robot on the blackboard. Special prizes to the
winners!
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