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6.02 Spring 2011
Lecture #11

« state machines & trellises

* path and branch metrics

» Viterbi algorithm: add-compare-select
» hard decisions vs. soft decisions

&&\{aw
Finding the Most-likely Path ;. o0 bifs
Revd: 11 10 11 00 o1 10
00
01
10
11

Given the received parity bits, the receiver must find the most-
likely sequence of transmitter states, i.e., the path through the
trellis that minimizes the Hamming distance between the
received parity bits and the parity bits the transmitter would
have sent had it followed that state sequence.

6.02 Spring 2011 Lecture 1, Sde #3

de i)

Trellis View @ Transmitter,
S faH Mathoe u’lml{@d in 1 M.

x[n] 1 0

| 11 Dmo——

x[n-1jx[n-2]

Send 1111010001 10

(u(((?d 61&
S ') recg;f hits

Processing 15t pair of parity bits
Revd: 11 ha,.hm 11 00 01 10

hewrr

ofaf M-l\(
(~€ai.‘-€x<l. * Transmitter is known to be in state 00 at start of message.

« If next message bit 0, next state is 00, transmit 00
- So receiving 11 means there have been two errors in the channel

« If next message bit is 1, next state is 10, transmit 11
—So receiving 11 means there have been no errors in the channel

£.02 Sarirg 2011 b,+ an‘Tl' {u“y bﬁ Vid l\?"f«

Lecture 11, Slide 24

Lechure 11, Slide 2
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Bl sing 2nd pair of parity b‘it}xﬂk B of oros Branch Metrics, Path Metrics

e {)Mg pahq 10 ot mal hoe Revd: 11 10 11 00 01 10

&D betn ocured
1[o 96/’ o htca[

Clutt

Revd: 11 di Her]w

00—

, A 'wvf' ) UQ&
/ /

* Consider transitions for each possible transmitter state 601%{ On,)’ / * The red numbers for HD(xmit,rcvd) are called branch metrics
— indicate number of errors if this arc was the true path (/s §

* The numbers in the trellis boxes are called path metrics JOD
Xes

!
* Compute Hamming distance between what would have been iniqe ofaf
transmitted and what was actually received — indicates

number of errors that had to have happened in this case. b Cach — indicate total number of errors along path ending at bo

* Enter total errors along path in each destination state in next P @tn * The red arrows indicate sequence of transmitter states that
column of the trellis, color transition arc red end at a particular column and state.

€.02 Spring 2011 Lecture 11, Slide 55 Lecture 11, Slige &6

' <£,» HD(O@ 01)= 1

7 Glales qu( Qw,,?/o pil=s .
ol & i r
Processing 3t pair of : parity bits |/ - lzmw‘g";f‘_, ’“"i”'“/ What Can We Tell About Message?
11 10 11 00 o1 10 il 4%\ cdo-)f 11 10 11[4.’,%/ 49&1 01 10

??\/Di‘,’ /Di, /D Y ollow
T\ N ] disceged T

% 1) ¥ ¢ Qo
\ A\
AN
What if there are two possible paths to a particular state? Hmm, at this point all ending states are equally likely, each
* Consider each path separately: compute total errors along each corresponding to a path with 2 errors. Receiver doesn't (yet)
path (e.g., one path to 00 has 5 total errors, the other 2 errors) have enough 1n{0rmat10n to decode first 3 message bits.
- Select path with fewest total as the most-likely path Wy are all = bikly -~ all hae ha
P E e s oSt Can receiver tell anything erlbout the message?’ €5

* Steps: add branch metrics, compare total errors, select path

.02 Sprie j o\&&t (A (Wf-,fﬁled- Leature 11, Slide 57 ) 6,02 Spnitng 2011 Lect )!liio“.' i3




]t wq;frl |
Survivor Paths (4 ?(Ei@ g ﬂ:;[ il J?S M‘C Processing 4" pair of parity bits
Rcvd: 11 10 11 00 o1

Colo byc:»
" ‘ \/ \ QDS”)/ 6“?7 CM
o1 [\, NYVHYVE: CX ;D e a4
o BN R AT )

Rcvd: 11 10 11 00 01 10

1. ‘ ., The usual: 5{‘@{“ H 3
* Add branch metrlcs to prev10us to al errors

(
Some earllier. states are no longer part of any most-hkely path. / Wi J. 7 , « Compare paths arriving at destination state
0Se

Receiver can make some deductions: 0 h

We can eliminate partial paths leading 10 s since they . ] )
will not be part of the final most-likely path. Do this o A G 1L :,_§€.|CCt path with smallest total errors as most-likely path
recursively... e &yt ) o010 T adf
( | | v } D e ) [t i
6.02 Spring 2011 Lecture 11, Slide #9 /_( —ﬂﬁ(fi; - 3 (’a C2 Sprirg 2011 . Lecture 11, Slide 510
P {; ./- fr) )u’(';
Processing 5t pair of parity bits Processing 6" pair of parity bits

Revd: 11 10 11 00 o1 10 Rcvd: 11 10 11 00 o1 10

(hal € T

)
1
Seein "'IM’,

a({(l /(G‘IPW -@(GLF When we reach end of recelved arity bl?f %ﬂ'ﬂg A SUL((Z no :
— Each state’s path metric indicates how many errors have Su{@SﬁW {h[‘(
happened on most-likely path to state
— Most-likely final state has smallest path metric
— Ties mean end of message uncertain (but survivor paths
may merge to a unique path earlier in message)

6,02 Sprirsg 2011 Lecture 11, Stide #12

When there are “ties” (sum of metrics are the same)
— Make an arbitrary choice about incoming path
— If state is not on most-likely path: choice doesn’t matter

— If state is on most-likely path: choice may matter and
error correction has failed

6.02 Spring 2011 P l('l.k ONZ, (‘(H!\ (ﬁms‘\)tqj Lectre 11, Slide 511



Use most-likely path to determine message bits, tracing path
backwards starting with most-likely end state. In this example,
the transmitter states along most-likely path, from left to right:

Weife doeq safes 10 01 10 11 01 00
Message bits from high-order state bit:

101100

6.02 Spring 2011 Lectre 11, Slide #13

Hard-decision Branch Metric

*+ BM = Hamming distance é M,\l
between expected parity bits and }W/ y
received parity bits Time: i i+1

« Compute BM for each transition 00
arc in trellis 00 [ oo ]

_ B ) : sy ) y2,”

xample: received parity = 00 \

- BM(00,00) =0 01 .
BM(01,00) = 1 g 01 D:w*D
BM(10,00) = 1 3 X
BM(11,00) = 2 45

nmz;’{“\
* Will be used in computing i D"Qgg D
PM[s,i+1] from PM][s,i]. Fo
+  We'll want most likely BM, 11 DWW““‘":D
which, since we’re using
Hamming distance, means
minimum BM.

Viterbi Algorithm

« Want: Most likely message sequence
* Have: (possibly corrupted) received parity sequences
Viterbi algorithm for a given k and r:
— Works incrementally to compute most likely message sequence
- Uses two metrics
+ Branch metric: BM(xmit,rcvd) measures likelihood that
transmitter sent xmit given that we’ve received rcvd.

— “Hard decision”: use digitized bits, compute Hamming distance
Between xmit and rcvd. Smaller distance is more likely if BER is
small

— “Soft decision”: use received voltages (more later...)
+ Path metric: PM[s,i] for each state s of the 2¥! transmitter
states and bit time i where 0 < i < len(message).
— PM]|s,i] = most likely BM(xmit,,,received parity) over all message
sequences m that leave transmitter in state s at time i
— PM][s,i+1] computed from PM[s,i] and pyli],-..,p;.1[i]

4.02 Spriryg 2011 Lecture 11, Slide 514

Computing PM[s,i+1]

Starting point: we've computed
PM[s,i], shown graphically as label in

trellis box for each state at time 1. Time: i i+1
00

Example: PM[00,i] = 1 means there 00 :?SE‘D

was 1 bit error detected when g

comparing received parity bits to 01 Al

what would have been transmitted g Wll}{ffé:'

when sending the most likely A

0A1
message, considering all messages 10 11990 D
that leave the transmitter in state 00 f\\

o011 ™,

at time i. 11 mm_____fl"_"l

Q: What's the most likely state s for
the transmitter at time 1?

A: state 00 (smallest PM[s,i])

.02 Spring 2011 Lectr )&:’:1" 16



Computing PM[s,i+1] cont’d. Computing PM[s,i+1] cont’d.
Q: If the transmitter is in state s at /[/ E.lxan?ple cgnt’d: to arrive in state 01 at
time i+1, what state(s) could it have time i+1, either
been in at time i? Time: = i i+1 1) The transmitter was in state 10 at Time: i i+1
time i and the i message bit was a 00
; 0. If that's th , the t itt 01000
A: For each state s, there are two 00 . o 5 D Bh e ERe, B ITE S NREL 00 11112 p
predecessor states o and B in the sent 11 as the parity bits and there /
el dgro gor GRS ,D gty WL $'T)
3 3 ey
Example: for state 01, «=10 and 8=11. 75} omz 5 OR A o1
10 900 2) The transmitter was in state 11 at 10 ‘Uoo(‘] G
/ time i and the it message bit was a N
Any message sequence that leaves w:k , ; o
the transmitter in state s at time i+1 11 '1r1n1 &D i case, tk"le el 11 1/101""'"5'3|:}
must have left the transmitter in i sent 10%) as the parity bits and tzegg
state o or state P at time i. \'{ Qltf( ?:tsal biétei:;gg Sfl;:cl\i [\Ircle ;‘]ezeivz 2 4
P“ﬂHﬁ [ML 2 bifs Which is mostly likely?
(cons T*’wm} !Evf;l OFj) - _ "
6.02 Spring 2011 5.6 Spring 2011 Lecture 11, Stide #1

lf\-—q {box(-l) & ?waae Wwod
¥ g(ﬂws GRCPOM(}H@/}

14 } 2[ boxm W/ Cp’ldfctt(’af‘ [E»ujw'

Computing PM[s,i+1] cont’d. Viterbi Algorithm Summary
Formalizing the computation: * Branch metrics measure the likelihood by comparing received
parity bits to possible transmitted parity bits computed from

PM[s,i+1] = min(PM[i] + BM[a—s], Time: Pogblemiessapes.

PM[B,i] + BM[B—s])

00 + Path metric PM[s,i] measures the likelihood of the transmitter
being in state s at time i assuming the mostly likely message

Example: - of length i that leaves the transmitter in state s.
PM[01,i+1] = min(PM[10,i] + 2, )

PM[11,i] + 1) (% * Most likely message? The one that produces the most likely

= min(3+ 2,2+1) = 3 10 PM([s,N].

Notes:
1) Remember with arc was min; saved 11 + At any given time there are 2%! most-likely messages we'’re

tracking — time complexity of algorithm grows exponentially

arcs will form a path through trellis . ‘
with constraint length k.

2) If both arcs have same sum, break
tie arbitrarily (e.g., when computing
PM[11,i+1))

6.02 Spring 2011 Lectre 11, Slide #19 6.02 Spring 2011 Lecture 11, Slide 20



Hard Decisions )
Ha

Ll/‘{daq( -

944

ook ch of Vallge 570
Soft Decisions %ﬁ? "

MM (1
* As we receive each bit it’s immediately digitized to “0” or “1” + Let’s limit the received voltage range to [0.0,1.0] g{j Qf@
by comparing it against a threshold voltage — V= max(0.0, min(1.0, V. ccived)) $43 407 /, 3 i @%’7
~ We lose the information about how “gmd.:' the bit is: — Voltages outside this range are “good” 0’s or 1’s (/ea//; P (:L
a 1" at .9999V is treated the same as a “1" at .5001V T 7/ + Define our “soft” branch metric as the square of the
nlﬂ"f" U\M( Euclidian distance between received V,; and expected

» The branch metric used in the Viterbi decoder is the
Hamming distance between the digitized received voltages
and the expected parity bits

— This is called hard-decision Viterbi decoding

+ Throwing away information is (almost) never a good idea
when making decisions

— Can we come up with a better branch metric that uses more
information about the received voltages? '

€6.02 Spring 2011

More Work, Better BER

Proti. of decoding eror (BER)

e uncoded
=g, rect parity ™=
~e— K=3 hard Viterbi
~s—~ Km4 hard Viterbi
—a— K= 3 soft Viterbi
—e— Kmd soft Viterbi

k= L"ll’ PF P[(((‘?ﬁ-

a
100.0 s

5 FO
SHR (db)

v N
6.02 5pii %(’H a b‘f

Lecture 11, Slide 721

Lecture 11, Slide 72

1 [6 \/4 voltages 1l 0.1.0

b

0.0,1.

“Saft” metric when
expected parity bits
are 0.0

' (v, ) H{Uh0)? oeno

1? Soft-decision decoder chooses path that minimizes sum of the
Yo § 0, (oot

1.0,0.0

squares of the Euclidian distances between received and
expected voltages
ifferent branch metric but otherwise the same recipe

65.02 Spring 2011 Lechure 11, Slide 522

d‘jd}fg fk{ﬂ}lﬂeﬂ ‘D’f' K T Aarhﬂfn{j dl:sfﬂﬂt(?
b acbew s ilffetad

Code performance

UNCODED TRANSMISSION

mzss-(afc ‘
5e; puity bibs

CONVOLUTI

REED-SOLOMON
(2s5,223)
UTER CODE

BIT ERROR PRODABILITY
5,
A

JRNER CODES: aod
107 b ] 4
ad
0.
10 T ﬂ‘“{i’
-1.0 9.5 25 3.0 35 4.0 45 50 535 60 &5 7.0 7.5 80 85 9.0 95100

yO.s 10 13 29

£,
W
g f HESRAS" | mcarguronal N
6@;{({}4 )\ DI Bit-energy/Noise (logarithmic scale)

Soiirce: Butman, Deutsch, Miller, “Performance of Concatenated Codes for Deep Space Missions”

(uf‘B’ / Condo bl o bint s )
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Shared Communications Channels

Shared channel, e.g., wireless or cable

L " '\qf‘..\,f/“\: \y‘ iy INTRODUCTICR TG
T 1{-'.-‘5_--.-_‘..\....-aéua:\c',«&w. DIGITAL E{LQ{NAL W /\/
T COMMUNICATION (0~ ) ! g 1 ]
.*"anﬂb"ﬂ\’ﬂiﬁ;flllil SHSTEMS lab’d/ ( 6 | l | | |

L

ﬂ/ On fostly

6.02 Spring 2011
Lecture #12

» shared medium — media access protocol
« time division multiple access (TDMA) +
« contention protocols, Alohanet (e
\
6lwmj

Lecture 12, Slide #1

I’V}(‘ legb 25
4 hored

6.02 Spring 2611

“Good” Performance

High utilization J l{, ‘{'
— Channel capacity is a limited resource — use it efficiently 0n T an
— Ideal: use 100% of channel capacity in transmitting packets g U¢r L\f.’qi 01"

—_————
— Waste: L@gg_qiods, collisions, protocol overhead |
+ Fairness rfr&' Jowr L"’é
- Divide capacity equally among requesters p 2 f‘rmmf—“

— But not every node is requesting all the hmcuw\{o'e (an
7 ‘% ] ¢ a&.
- Bounded wait (4t Jt dile euealy "\
— An upper bound on the wait before successful transmission
- lnfport'a'nt for isochronous communications (e.g., voice/video)
o T
Scalability

- Accommodate changing number of nodes, hopefully without
changing implementation of any given node

6.02 Spring 2011 Lectwe 12, SHde 23

Poit- b poia)

1
channel S'
x':;mrfacc l l’ é l
packet ;% E‘ é g é E'

queues

+ Basic constraint: avoid collisions between transmitters
- Collisions can be detected from corrupted packe;f

Whet Ua'fﬂés %‘%oc L

» Wanted: a commuhications pr (“rules of engagement”)
that ensures good performance overall

.02 Sprivg 2011 Lecture 12, Slide 42

Sharing Protocols

. EErotocoi@ = “rules of engagement” for good performance
— Known asdiiedia access control (MACThor multiple access control
. —T__l'r_n'g_dlws.lon Ihulﬂa’{
— Share time “slots” between requesters .
— Prearranged: time division multiple access (TDMA) ( D\Ad e llbff\

— Not prearranged: contention protocols (e.g., Alohanet). These are
interesting because each node operates independently

« Frequency division
— Give each transmitter its own frequency, receivers choose
“station”
— Our topic for after spring break
+ Code division
— Uses unique orthogonal pseudorandom code for each transmitter
— Channel adds transmissions to create combined signal

— Receiver listens to one “dimension” of combined signal using dot
product of code with combined signal.

RS {.(Mm 57,2 6,“’"7‘ &/}Mﬂb}or\
epoute gt 'V/ dat P('O&de

Lecture 12, Slide 24
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6.02 Spring 2611

.

6.02 Sprie A1

Utilization
Utilization measures the throughput of a channel:

U total throughput over all nodes

channel =

maximum data rate of channel

Example: 10 Mbps channel, four nodes get throughputs of 1,
2,2 and 3 Mbps. So utilization is (1+2+2+3)/10 = 0.8,
0 = U= 1. Utilization can be less than 1 if
— The nodes have packets to transmit (nodes with packets in their
transmit queues are termed backlogged), but the protocol is
: : \
inefficient. T “hue o Lo 9 i fum
— There is insufficient offered load, i.e., there aren’t enough
packets to transmit to use the full capacity of the cEannel
With backlogged nodes, perfect utilization is easy: just let one
node transmit all the time! But that wouldn'’t be fair...

Pea ple  cadd
mak @Al (40
Lecture 12, Slide #5 66 ( [\am-?_,(

Abstraction for Shared Medium

Time is divided into slots of equal length

Each node can start transmission of a packet only at the
beginning of a time slot

All packets are of the same size and herice take the same

C stk af
q& ;ﬂ; of %ail,&(#\

amount of time to transmit, equal to some integral multiple o
time slots. qud W«‘d\ ‘5

If the transmissions of two or more nodes overlap, they are Y‘tu”-w@_ i

said to collide and none of the packets are received correctly.
Note that even if the collision involves only part of the packet,
the entire packet is assumed to be lost.

Transmitting nodes can detect collisions, which usually.
means they’ll retransmit that packet at some later time.

)
padels failed

Each node has a queue of packets awaiting transmission. A — N3d 6 ‘ﬁ—t‘f
€2

fall Ed f@ﬁqnsf’w

node with a non-empty queue is said to be backlogged.

Lectre 12, Slide #7

-

6.0Z Sprirgg 2011

=50 faof‘r

Fairness

+ Many plausible definitions. A standard recipe:
— Measure throughput of nodes = x;, over a given time interval

— Say that a distribution with lower standard deviation is “fairer”
than a distribution with higher standard deviation.

— Given number of nodes, N, fairness F is defined as

index 7 (Exl

i=1 i

* 1/N<Fs 1, where F=1/N implies single node gets all the
throughput and F:T"'— lies perfect fairness.

+ We'll see that there is often a tradeoff between fairness and
utilization, i.e., fairness mechanisms often impose some
overhead, reducing utilization.

¢ 5333

1 o
¢ F ?’ 0/0!0 Lecture 12, Slide %6

7+ _ 1 __?____\ il
oG r9e919) 47 ¢
Time Division Multiple Access (TDMA)

Suppose that there is a c%wﬂmﬁgx_a\nd a
way to ensure time syn¢hronization between the nodes - for
example a cellular base station.
!

gweb t e tre pouts
For N nodes, give each node a unique index in the range
[O,N- ]1] Assume each slot is numbered starting at 0.

e 0,1 ftor#8
Node i gets to transmit in time slot ¢ if, and only if, { mod N =
i. So a particular node transmits once every N tlmF slots.
’
ABALA ~Smple (oud robn §chyus

* No packet collisions! But unused tu'ne slots are “wasted”,
lowering utilization. Poor when nodes send data
have different offered loads.

ok good -t vorying [pads

S Or

6.02 Spring 2011 Leckime * 7 Slide 4



TDMA for GSM Phones

First slot is used in cell
phones to contact tower
for slot assignment.

. \
Tower can determine L’l e o
appropriate timing ‘ Binn S

Data stream divided
into frames

Frames divided into
time slots. Each user
is allocated one slot

advance for each user
(accounts for varying
distance from tower) so
that transmissions won' t
overlap at the towern

- Hmhinsil

b I[ 36bis '1'

persie 3 __bun!ld&bar.:.:. : b

| slot 136,25 bir, 0.577 ms
http:, Iim wikipedia. urng:JTma division muit:ple access

”W%HMﬂMHw@MgMM
W o forded ¢
b Gues g bk fiang it i alboaae

éo{ J‘lfﬂ» Df Ht H a fouw bibs [tﬂ‘ lIL mrm@
Success Idleness Collisions

Sotteds &/CIY?L'P“E] }‘“f]p@fﬂs in slofs

s

Collision

;’i 3

¢ Throughput = Uncollided packets per time interval
« Utilization = Throughput / Channel Rate = 12/20 = .6

7ﬂ ‘{'FMMH'*’(ﬂ Can C!m(a,f Caﬂfgﬂw T
fueskd

.\—mnsmsw\

time slot Chan nel idle

clu:.," e

6.02 Spring 2011

ol

{’@mu&z 01

achally

L\‘L*m

1 ™

ot

Contention Procotols: Alohanet

To improve performance when there are burst data patterns or
skewed loads, use a contention protocol where allocation is not

predetermined. E

Alohanet was a satellite-based
data network connecting
computers on the Hawaiian
islands. One frequency was
used to send data to the
satellite, which rebroadcast it
on a different frequency to be
received by all stations.

Stations could only “hear” the
satellite, so had to decide

independently when it was
their turn to transmit.

Cplhk fray, o sat
Pl freq, o tveryon
Bt wL@A to Fravshnif il it Wart g b deude

Slotted Aloha

Aloha protocol followed by each of N nodes:

Lectine 12, Slide 10

biw () o
if a node is backlogged, it scnds‘fa packet in the next time slot
with probability p.
P Y (andn,candon() < p

« Assume (for now) each packet takes exactly one time slot to
transmit (slotted Aloha)

= Utilization when all nodes backlogged? The probability that
exactly one node sends a packet.
— prob(send a packet) = p

prob(don’t send a packet) =

prob(only one sender) = p(1-pf*.

There are (N choose 1) = N ways to choose the one sender

Us[otled Aloha = Np(l ~ p)N—l
"

1

Lechine 12, Slide 512
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Maximizing Utilization | Slmulatmn of Slotted Aloha (N 10)

[ ] L L

Utilization for slotted Aloha (N=10)

04l

Umax = = N-] 1( p +° 3 . ::x.. o 1i w05 = w0 3 1000
i o )
AsN =0 U -2 ~37%
ﬂ max 7\ g)ﬂ
il i & P i ] Whkyed a9 %
01_ B TSR VOTITY PRSI SRR PP T SRR SO In (1'—-—) -(N—l)[n(]——) gau

To determine maximum: © o o4

set dU/dp = 0, solve for p.

Resul@ (41-('&'/911}\44’{ W/ f%P

b

Top: success
Bottom: failure

1 Nl o 1 w a'puu K{Mbﬁf . s fo ?&Je&a‘fd

°'°'j'5””"“"\“‘)’ ' sl ) e P 15 (b’tﬁ/‘ﬂty eKPONAﬁaLIT iy ’“

&
AR Ec il R ot =_—ld——+ _ Utilization = .38, Fairness = . b/
i § i eshe desusiepd Sewpas N 6N? [2N: h lﬁ_})
.I 02 03 04 05 O 8 09 1. "\ b
N e L R -—lasN—-m I ¥ C python PS6_2.py -r -n 10 -p .1 -t 1000
6.02 Speing 2011 ecture 12, Slide i3 fprj',wcf prir g"\ﬂ ) [\ &_/ {’\\/ Lechire 12, Slide 514
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Stabilization: Selecting the Right p Binary Exponential Back-off

6"«“{’"3 517‘1}%1'

Setting p = 1/ N maximizes ut111zat10n, where N is the number = + Decreasing p on collision
of backlogged nodes. d} {_ 1NM“‘/ 15 q,ld Qg‘jw‘/ - Estimate of N (# of backlogged nodes) too low, p too high
With bursty traffic or nodes ith unequal offered loads (a - To quickly find correct value use multjplicati :
skewed loads), the number of backlogged is constantly p+—p/2 halving
varying. - kcollisions in a row: p decreased by factor
[sstie: how to dynamically adjust p to achieve maximum ~ - Binary: 2, exponential: k, back-off: smaller p — more time
utilization? between tnes l J ‘-}Lh
.— Detect collisions by listening, or by missing acknowledgement f 1’ { g 004— KIT i
— Each node maintains its own estimate of p & ]ncreasmg p Ol SULLES ¢ 'bz\n/

— If collision detected, too much traffic, so decrease local p - While we were waiting to send, other nodes may have emptied

If . - their queues, reducing their offered load.
— If success, maybe more traffic possible, so increase local p . STEABGTEASE N 0 IRET -SIOtS FaY: Bodale i @Wdﬁaq
“Stabilization” is, in general, the process of ensuring that a ) - Try multiplicative incr::ase- p —mex(2p, 1)

system is operating at, or near, a desired operating point.
— Stabilizing Aloha: finding a p that maximizes utilization as

loading changes. _ Q)(Po(\m‘ha,( ~f k /hﬂug& n g

— Or maybe just: p < 1 to ensure no slots go idle

15

N Fwe



Hiode (Brste RICTRSS: redaCoimon]

B = we . . .

AR . o .

% % " it it RCr =
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i mormr ey fiay areemet m ey e eem e sm=en 4] Some nodes did well
J4p s wsem - s eve . »
§ . CELEE ] . -
i e e ¢ w O :
B, TE.UITWI AL LSULATTD O .

1 ] - . - L]

i e -y ..

1l Others didn't

0 00

C) %0 T
Time sent
o} 1
@
_-_‘__._I___|_.,v_-_J e .___. ___.L__-‘._
0 1 2 3 0 5 6 7 ] 9

Utilization = .33, Fairness = .47 ¢l
A— —

6.02 5pring 2011 python PS6_3.py -r -n 10 -t 1000

Stavatlon node

# successtul receptions
&

o

Lectare 12, Slide 517

Limiting the Capture Effect

* Capture effect
— A successful node maintains a high p (avg. near 1)
— Starves out other nodes for short periods
— Try an increase rule with an @pper bound: p — min(P,..2*p)

)

3 O 5 © 7 0 ’
Node 8

Utilization = .41, Fairness = .99
python PS6_3.py -r -n 10 -t 1000 --pmine.0S --pmaxw0.8 Lectmie 12, Slide 16

° 1 2

.02 Spring 2011

=
2
. @

What Went Wrong?

+ Starvation
— Too many successive failures — p very small — no xmit attempts

I

Resulf: significant long-term unfairness
Try a reduction rule with @ IoWer bound: p — max(p,gp/2)
Choosing p,,;,, << 1/max(N) seems to work best

e
GTLU ]\!J‘ ¢

Kode (blus=iukcess: aadmcollivon)

S, 0 u & o =

o B ¥ 8858

6.02 Spning 2011

Utilization = .4, Fairness = .87
—

—
python PS6_3.py -r -n 10 -t 1000

—pm‘i =, (5 becture 12, Slide 418
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6.02 Spring 2011: PS5 hitps://scripts.mit.edu:444/~6.02/currentsemester/pset.cgi? assignme...

' /7
To save your work, click the SAVE button at the bottom of this page. You can revisit this j/ / 5
page, revise your answers and SAVE as often as you like.

To submit the assignment, click the SUBMIT button at the bottom of this page. YOU
CAN SUBMIT ONLY ONCE. Once the assignment has been submitted, you can continue
to view this page but will no longer be able to make any changes to your answers.

6.02 Spring 2011: Plasmeier,Michael E.

PSet PS5

Dates & Deadlines
issued: Mar-09-2011 at 00:00
due: Mar-17-2011 at 06:00

checkoff due: Mar-22-2011 at . 06:00

Help is available from the staff in the 6.02 lab (38-530) during lab hours -- for the staffing
schedule please see the Lab Hours page on the course website. We recommend coming to the
lab if you want help debugging your code.

For other questions, please try the 6.02 on-line Q&A forum at Piazzza.

Your answers will be graded by actual human beings, so your answers aren't limited to
machine-gradable responses. Some of the questions ask for explanations and it's always good
to provide a short explanation of your answer.

Problem 1.

Consider a convolutional code with three generator polynomials

p0[n] = (xX[n] + x[n-1]) mod 2

pl[n] = x[n]

p2[n] = x[n-1] . .

as shown by the following state transition diagram: (e gty //
I\D{’ s |

/ ) N

0/000% 0V 1/011

0/101

\

1of 13 3/10/2011 12:12 AM
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i T e
A. What are the constraint length (K) and code rate (r) {‘o‘r his code? k= J 0 / g

f |

(=l e K =) :'% Vs {qas, foc Coory possase by
N

U S 100 2oy ((;'EJ@M,J._ ,\/ F’L’r- #/ 0‘{/‘ [6

(points: 0.5) :ﬁ Pp b‘() (0[ lﬁk fs / -&ﬁ/'@/’,’;‘} 211

B. What sequence of bits would be transmitted for thernessage "0 1107 Assume the

transmitter starts in the state labeled "0". L_/_w/ 7 smcp tw; nt 1"(_‘;; 7,

S S l”'r"fJ
| (/Lf i} 7’( l"‘.lj;»r,;‘_ J/f ~
.-}5":‘; 72y "
000 10 0l] 101 oot -
!/‘--J" vy QLU
5 £4 4
: e { ) Fngs (oL ] (g
om0 fA( To (!M“'-‘ Qpin — 1’7 (( 0 1c/xw/w ' afo /
The Viterbi algorithm is used to decode a sequence of recewed pz};lty bits, as shown in the /% )K = 2
following trellis diagram: ¥,/ .
: = aatd Ol "’” ,:/" ~how /mc//?
Time: 1 o2ty 3 T4 5 6 \_hietory ey,
i dm)
Revd: 11000 001 101 000 110 101
0 0 wooo%X a1k a1 e&eee%TXomole_
1110 1107 O 2 ¥ 1110
019, 0/101 0/101 0401
1 o0 o195 1 % 10117 won ! mﬁ%?_

b()?’f’) N d

Pl i s
a ‘/}{ C‘fﬂ;’ 5:"‘ t“‘-/"‘;
C. Please determine the path metrics for the last two coﬁlmns of the trellis. f o o
L ————

(points: 0.5)

D. What is the most-likely state of the transmitter after time 6? How many bit errors have
been detected for the most likely message that left the transmitter in this state?

Slate () “hd 1

| f ostble eror Lipsany

20f13 3/10/2011 12:12 AM
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(points: 0.5)

E. What is the most-likely message sequence as decoded using the trellis above?

— how—Oxadl l/ﬁ,@’ Aok —ofl—~ J‘w F—Lollpusay () enn /,;ﬂ,/ﬁ
bocdiodl ol gifls i g
4 W‘J (N ~0c haal o 42} ack wa b
/\ 4' I t S
S Va WAl O
09

(points: 0.5)

F. Given the answer to part E, at what time during the transmission did the first bit error

occur?

T gal

) !

(points: 0.5)

@M; (?1({()1..-'3 dﬁ(l;‘f?/ :}?’Cl/ P (.':!‘?C{ l//l n’f fﬂ;/} {'@J‘

Problem 2. (O L\ h"" 72( Op//“g’ ﬁ ln ‘@ /9 q ﬁl)

— \,J(ME’ P

A technique called puncturing can be used to obtain a convolutional code with a rate higher

than 1/r, when r generators are used. The idea is to produce the r parity streams as before and

— = ] . - . . ————————
then carefully omit sending some of the parity bits that are produced on one or more of the
parity streams. One can express which bits are sent and which are not on each stream as a

vector of 1's and 0's: for example, on a given stream, if the normal convolutional encoder

produces 4 bits on a given parity stream, the vector (1 1 0 1) 'sqys that the first, second, and

fourth of these bits are sent, but not the tll‘lird, in the punctured code.
Thel Poct TV Th

/

Punctured codes are useful in communication systems that adjust their code rate in response

to the observed BER of the channel (in packet systems, this would be measured by the

number of packets with CRC failures). If the BER is low, using a punctured code may still

yield an acceptable BER after decoding, while enjoying the increased throughput of a higher

code rate. \
-

( Sam (s  XOuvig>
A. Suppose we start with a t

ate 1/2)convolutional code without puncturing. The encoder
then uses the vector (1 0) on the first parity stream and the vector (1 1) on the second

one: that is, it sends every other parity bit produced on the first parity stream and every
parity bit produced on the second one. What is the rate of the resulting convolutional

code? o/ _

!’%W ng?‘jr‘ T
Céjfml;{i ’JJ.!(?
PV“L"U' (na) ml ¢G0S
J

s

y / ]
— o~ '_’- ~C \l ' A AL/ s } rd -f PN
0 ot (ol (O i Qtidg, /‘r.’f/”’f"f'

[

i

. e Gl P

3/10/2011 12:12 AM
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,,,,, { A S g : 2

pek WM L g sl g, L

_—ﬁ h . 7 L I @7 ,(

) } [ N ) : i ) : A
’/2 mews [ére [ N As }J; Is 10 S¢, SUnd 174G
g B
ints: bo 10w TR T 2
(points: 0.5) 5 e ;_ ! \S/
A hattl Tie

B. When using a punctured code, missing parity bits don't participate in the calculation of
branch metrics. Consider the following trellis from a transmission using k=3, r=1/2
convolutional code that experiences a single bit error:

(. ,a'

o Clocy e ¢d
Rcvd: 11 11 00 00 01 10 i
00 00l 4 00

" / 1
01 d ‘ g0 i qild I xg
10 |=ko /™ N ﬁf\'j 3 T YA E
01 01 | 01 01 Di

11 | j107{ = j10 f_?w I 2 }10 1 3 o 3

Here's the trellis for the same transmission using the punctured code from part (A) that
experiences the same error:

i
2 Ih .,{l‘

4 Al B dar b
Revd: 11 -1 00k #0 01 0
00(] 0 |23 5| jaodes
LA 0 Z
o e ]
L 01 o1 L%
p ‘ \
10 | |0 & P
01 ,
11 [ 10 110 11 o 0% [ Moo
A

n' 5
Y05 ‘ (groe {(ﬂm v
Fill in the path metrics, remembering that with the punctured code from part (A) that

e, L, | R 4 f = 'y
the branch metrics are calculated as follows: ¢p M (gpe/e N byt / o/l wn
BM(-0,00)=0 BM(-0,01)=1 BM(-0,10)=0 BM(-0,11)=1 . ./ |.],

Al ldiing
BM(-1,00)=1 BM(-1,01)=0 BM(-1,10)=1 BM(-1,11)=0 ‘ i

where the missing incoming parity bit has been marked with a "-". Use a text
representation of the matrix (a 2-D array of numbers) when typing in the answer.

‘o {

/ %0 ol G/ﬁ L
v /i‘ f é n .f,:'i’ ad Aad
! f - ~f .(V -
1C0 L;.-; {

40f 13 - 3/’10/201] 12:12 AM
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oo (onve

(points: 1) o

C. Did using the punctured code result in a different decoding of the message?

\P

(points: 0.5)

Python Task 1: Viterbi decoder for convolutional codes -- Hard decision decoding

Useful download links:

PS5 _tests.py -- test jigs for this assignment
PS5 1.py -- template file for this task

As explained in lecture, a convolutional encoder is characterized by two parameters: a
constraint length x and a set of r generator functions {G0, G1, ...}. The encoder processes
the message one bit at a time, generating a set of r parity bits {p0, pl1, ...} by applying the
generator functions to the current message bit, x [n], and k-1 of the previous message bits,
x[n-1], x[n-2], ..., x[n-(K-1)]. The r parity bits are then transmitted and the encoder
moves on to the next message bit.

The operation of the encoder may be described as a state machine, as you know (we hope).
The figure below is the state transition diagram for a rate 1/2 encoder with k=3 using the
following two generator functions:

GO: 111, i.e., pO[n] = (1*x[n] + 1*x[n-1] + 1*x[n-2]) mod 2
Gl: 110, i.e., plin] = (1*x[n] + 1l*x[n-1] + 0*x[n-2]) mod 2

A generator function can described compactly by simply listing its K coefficients as a k-bit
binary sequence, or even more compactly (for a human reader) if we construe the k-bit
sequence as an integer, e.g., G0: 7 and G1: 6. We will use the latter (integer) representation
in this task.

50fl3 3/10/2011 12:12 AM
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STARTING STATE

0/00

( / 7(i .
okl 1/00¢ {5 mf!

states

Which are pmﬂ'/ s

Qﬁ  In this diagram the states are labeled with the two previous message bits, x [n-1] and x [n-2],
\ in left-to-right order. The arcs -- representing transitions between states as the encoder
completes the processing of the current message bit -- are labeled with x [n] /pOp1.

You can read the transition diagram as follows: "If the encoder is currently in state 11 and if
the current message bit is a 0, transmit the parity bits 01 and move to state 01 before
processing the next message bit." And so on, for each combination of current states and
message bits. The encoder starts in state 00 and you should assume that all the bits before the
start were 0.

A stream of parity bits corrupted by additive noise arrives at the receiver. Using the
information in these parity bits, the decoder attempts to deduce the actual sequence of states
traversed by the encoder and recover the transmitted message. Because of errors, the
receiver cannot know exactly what that sequence of states was, but it can determine the most
likely sequence using the Viterbi decoding algorithm. g
jfﬁbf”(?{ T, e
The Viterbi decoder works by determining a path metric PM(s, n] for each state s and bit
time n. Consider all possible encoder state sequences that cause the encoder to be in state s
at time n. In hard decision decoding, the most-likely state sequence is the one that produced
the parity bit sequence nearest in Hamming distance to the sequence of received parity bits.
Each increment in Hammmbit error. PM[s, n] records this
smallest Hamming distance for each state at the specified time.

The Viterbi algorithm computes PM[..., n] incrementally. Initially

PM[s,0] = 0 if s == starting state else «

—_— s

The decoding algorithm uses the first set of r parity bits to compute pM[..., 1] from PM[..., 0].
Then, it uses the next set of r parity bits to compute PM[..., 2] from PM[.., 1]. It continues in
this fashion until it has processed all the received parity bits.

Here are the steps for computing PM[..., n] from PM[.., n-1] using the next set of r parity bits
to be processed:

60f13 3/10/2011 12:12 AM
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For each state s:

1.

Looking at the encoder's state transition diagram, determine the two
predecessor states o and 3, which have transition gres that arrive at state s.

= L_( N 0l AO £10‘ ‘/1 ""‘. "‘J /
Using the rate 1/2, K=3 encoder dbove, if s is 10 then, in no particular order,
a=00and p=01I.

. For the state transition c—s determine the r parity bits that the encoder would

have transmitted; call this r-bit sequence p_o. . Similarly, for the state
transition p-s determine the r parity bits the encoder would have transmitted;
call this r-bit sequence p_p.

Continuing the example from Step 1: p a=11andp f=01.

. Call the next set of r received parity bits p_received. Compute the

Hamming distance between p_o and p_received. This Hamming distance is
a branch metric for the state transition «-s, so we'll label it BM_o.. Similarly,
compute the Hamming distance between p p and p_received; we'll call it
BM_B.

Continuing the example from Step 2: assuming the received parity bits
p_received = 00, then BM a = hammmg(ll 00) 2 and BM B—

hamming(01,00)=1. | amphie o o (70 o St
¢ Vo ( !f”f 2L by T

. Compute two trial path metrics that correspond to the two possible paths

leading to state s:

PM «
PM B

PM[o,n-1] + BM_a
PM[B,n-1] + BM B

PM o is the Hamming distance between the transmitted bits and the parity bits
received so far, assuming that we arrive at state s via state a. Similarly, PM_J
is the Hamming distance between the transmitted and parity bits received so
far, assuming we arrive at state s via state 3.

Continuing the example from Step 3: assuming PM [, n-11=5 and
PM[B,n-1]=3, then PM_o=7 and PM_p=4.

. Now compute PM[s, n] by picking the smaller of the two trial path metrics.

Also record which state we chose to be the most-likely predecessor state for
Ch

if PM o <= PM_B:
PM[s,n] = PM «

Predecessor[s,n] = o
else

PM([s,n] = PM P

Predecessor([s,n] =

Completing the example from step 4: PM[s, n]=4 and Predecessor[s,n]=0.

gﬁ /lp(/f( C)L/M 5/(3 )5

We can use the following recipe at the receiver to determine the transmitted message:

1. Initialize PM[..., 0] as described above.

Tof 13
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2. Use the Viterbi algorithm to compute (.., n] from PM[.., n-1] and the next r parity
bits; repeat until all received parity bits have been consumed. Call the last time point N.

3. Identify the most-likely ending state of the encoder by finding the state s that has the
mn‘mmum value of PM[s, N]. If there are several states with the same minimum value,
choose one ‘arbitrarily.

4. Determine message bit that caused the transition to state s. You can make this
determination simply from knowing s; you don't need to know the predecessor state.
Set s=Predecessor[s,N], decrement N, and repeat this step as long as N> 0,

5 5 N 1 !‘
accumulating the message bits in reverse order. /; O NG/ oo mp' (g (J ) ({ 52[’,&5
In this task we'll write the code for some methods of the ViterbiDecoder class. One can
make an instance of the class, supplying K and the parity generator functions, and then use
the instance to decode messages transmitted by the matching encoder.

The decoder will operate on a sequence of received voltage samples; the choice of which

sample to digitize to determine the message bit has already been made, so there's one voltage

sample for each bit. The transmitter has sent a 0 Volt sample fora "0" and a 1 Volt sample for |

a"1", but those nominal voltages have been corrupted b! ‘additive Gaussian noise zero Q } {5'/- = pw;h
mean and non-zero variance. Assume that 0's and 1's appear with equal probability in the £~( { _
transmitted message. //7 %5 ﬁg . [C |

PS5 1.py is the template file for this task (not shown inline here). / wita v ( f,'{f( ( '

You need to write the following functions: /, o /\L, ’-]) 5 ;«N ng( ;

number = branch metric(self,expected,received) (; @}( (’H (9(\ [Cy LT(’ ‘-/ 2 Lléf h’ b i
expected is an r-element list of the expected parity bits (or ,€ou can also thmk of them — oh cr f i iﬂ,,gf'(‘z ;‘}

as voltages given how we send bits down the channel). received is an r-element hst ‘of _ OR e
actual sampled voltages for the incoming parity bits. In this task, we will do hard 5"’ 4
decision decoding, so digitize the received voltages to get bits and then compute the \

Hamming distance between the expected sequence and the received sequences. That's I/;

the branch metric.

Qi} 1 IRV ‘_; ﬁ(‘?.'}

v n«.

\_‘_______r___,__m_

(an %

Consider using PS5_tests.hamming (segl,seq?) which computes the Hamming

: oo il e e T
1 T | \
distance between two binary sequences. ‘ 9 | "(ff(’ Al/ead / Y ﬁ% -
1 ( & (o £ ;:j t7, I
viterbi_step(self,n,received voltages) (an PO(‘;S A 9%/1/‘1 Tlef ©° ‘ 0
compute self.PM[..,n] from the batch of r parity bits and the path metrics for .F/ s o 2 rﬁ-ﬁ}

self.PM[..,n-1] computed on the previous iteration. Follow the algorithm described
above. In addition to making an entry for self.PM[s,n] for each state s, keep track of
the most-likely predecessor for each state in the self.Predecessor array. You'll find the
following instance variables and methods useful (scan the code to understand how to
use them):

self.predecessor states

: Ve
self.expected_pa;ity& (6({/68 pﬁ(% 1{”5’ 54}ﬁpf

self.branch metric() :
N

3/10/2011 12:12 AM
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s,n = most_likely state(self,n)
Identify the most-likely ending state of the encoder by finding the state s that has the
mimimum value of PM[s, n], where n points to the last column of the trellis. If there are
several states with the same minimum value, choose one arbitrarily. Return the info as
a tuple (s,n)

/—(Cctlfffffl gt | () W2,

message = traceback(self,s,n)

({0 91’-(,0

Starting at state s at time n, use - | 20| rough the /. {4 f
trellis along the most-likely path Ol t each
time step. Note that you're tracit St Ohlal at you'll
be collecting the message bits in Y [ 0() > right
order before returning the final ¢ o ((] e. Hint:
you can determine the message | Q [ [ O n the (j ]L f/om
state itself -- think about how th 7 B itate
when the transmitter makes a tre g L“ » that g PQ te fO
your code will work for differen it least, Mo 5944 €
"
for k=3 and k=4 codes. [ | {/ no /Lé}éfpw ”(J_ /(w Aow f
The testing code at the end of the temy 1ges and C ]t ,
reports whether the decoding was successful or not. J (Dol /
(d Z{m
File to upload for Task 1: Browse / J V. /,/ J
,
(points: 8) L 7%{) {/jﬂ

|
Here's the debugging printout generated when Alyssa P. Hacker ran the example from P | \ Jh Prp[,[ fﬂ([ A / L [

lecture. i
L DR
2.00000000e+00  1.00000000e+06 @ 1.00000100e+06] [0 2 0} 3]
3. 1.1 [0 2 0 2]
APETHE e G ¥l T
8 30 3.) O] [0 312
5. e 1 [0 30 2] i :
O. . 4. 4.] 0 2] Oi T’M{{ (SM)Q{’C

[1
Each line shows the new column added to the PM and Predecessor matrices after each call to L/hﬂ I
viterbi_ step. The last line indicates that the most-likely final state is 0 and that there were | ha

E\J

l
(A
4
Y
f

b

[
[
(
(
[
[

DWW w N

[\

two bit errors on the most-likely path leading to that state. Wisd f’)‘( ¢ [f s
A. Consider the most-likely path back through the trellis using the Predecessor matrix. At — Oh O /]l Y
which processing steps did the decoder detect a transmission error? Call the first line of ( {
%7

the debugging printout Step 1; the next, ﬁ:ep 23 ete.
—2vea_ [howh W01 dir

L b ()

)

v

i
( enar)

(P/OKJ/) ndd [ n(]' Y (4./ A

90of13 3/10/2011 12:12 AM
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(points: 0.5)

Ben Bitdiddle ran Task #1 and found the following path metrics at the end for the four states:

S re ) -
’ 1l G50 f,‘/ﬂ ' / "
[ 6200. @7/) 6199. 6199.] L[{ of /ON’ /sy [/v'/ /ﬁfjf- of pyrors

B. What is the most likely ending state? And what can you say about the number of errors
the decoder detected? Were they all corrected?

7
G| e Byl

\\J{&‘r

(points: 0.5)

Here's an example printout from running decoder tests with a 500000-bit message using two
different convolutional codes, one with a contraint length of 3 (with generators 111 and 110),

the other with a constraint length of 4 __thh generators 1101 and 1]1_0) g G
\ / /l?,_((;‘?r,’!/}

**k*% ViterbiDecoder: k=3, rate=1/2 **** (Ol‘fd’ & '

BER: without coding = 0.006200, with coding = 0.000218

Trellls state—at end of decoding:

6200. C j 6199. 6199.]
**x%*% ViterbiDecoder: k=4, rate=1/2 ****
BER: without coding = 0.006200, with coding = 0.000022

Trellis state at end of degoding:
[ 6203. 6204. 6205. @ 6203. 6202. 6203. 6202.]

Please answer the following questions based on the printout from the k=3, rate@?decoder

f/‘-» 10 [
C. What was the most-likely final state of the transmitter? And what were the most -likely

final fwo bits of the message? You can answer both questions from the final trellis state  *"/ #5524 ¢
shown in the printout.

(points: 0.5)

D. The test message used was 500,000 bits long. Since we're using a rate=1/2
convolutional code, there were 1,000,000 parity bits transmitted over the channel. The
BER "without coding" was calcum‘lﬁbomparing the transmitted bit stream that
went into the noisy channel with the bit stream that came out of the noisy channel.
How many transmission errors occurred?

@ FUs ¥ of bk
LU, J

10 of 13 - - 3/10/2011 12:12 AM
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Jut ] i
| ( OOO ? ﬁ == 5o /ZI 5

(points: 0.5) “7{ U000

E. After passing the received parity bits through the decoder and calculating the
most-likely transmitted message, the BER "with coding" was calculated by comparing
the original message with the decoded message. In this example, the density of bit
errors was high enough that the decoder was unable to find and correct all the
transmission errors. How many uncorrected errors remained after the decoder did the
best it could at correcting errors?

) Jut 209

(points: 0.5)
Now consider what happened when testing the the k=4, rate=1/2 decoder.

F. What was the most-likely final state of the transmitter? And what were the most-likely
final three bits of the message? You can answer both questions from the final trellis
state shown in the printout.

S
al

(points: 0.5)

G. How many uncorrected errors remained after the decoder did the best it could at
correcting errors?

A

sy Qu}.

(points: 0.5)

H. Consider a given message bit -- how many transmit bits are influenced by that message
bit in both the k=3 and k=4 cases? How does that difference improve the error

correction capability of the k=4 code? O[\ 0 I ; 0 II Con {" Y ([ Ig éf@@f]{i
/

} ey - !0 (s>

11 of 13 3/10/2011 12:12 AM
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(points: 0.5)

Python Task 2: Decoding with a soft-decision branch metric
Useful download link:
PS5 2.py -- template file for this task
Let's change the branch metric to use soft decision decoding, as described in lecture.

The soft metric we'll use is the square of the Euclidean distance between the received
vector of dimension r, the number of parity bits produced per message bit, of voltage samples

and the expected r-bit vector of parities. Just treat them like a pair of r-dimensional vectors O )\ ‘ [ J
and compute the squared distance. R— / U7

& )} r - ™~ » -~
PS5_2.py is the template file for this task (not shown inline here). { (e( L{') _/ i f 12 . [ ( i & .
e oLt/
Complete the branch_metric method for the SoftviterbiDecoder class. Note that other t o /
than changing the branch metric calculation, the hard decision and soft decision decoders are l/\ { ! ; ; 7{
identical. The code we have provided runs a simple test of your implementation. It also tests a\”‘{? U g%

p

whether the branch metrics are as expected. ( /F/‘!'
<17 1 ‘(f
- _ = 1y
 File to upload for Task 2: Browse... | ’ 914 | w( ‘?’"‘-}
- ) P
N {lod
(points: 2) .
}q 0— / . (/ ﬁ(‘ /!i,} (
Python Task 3: Comparing the performance of error correcting codes O[; ;{., F il 7 g
L M-901 { ton 1
SV ten
Useful download link: lonsgd- § & 4 |
. L l/{} g J .t,!
‘ S0 To T Tl
PS5_3.py -- template file for this task (\!(-, N i -
= N Hdmmmg  Cp
In this task we'll run some experiments to measure the probability of a decoding error (i.e., A v '
the bit error rate) using the codes you implemented in Tasks 2, 3, and4 Above. There'sno |1/ f\p ! il ”
additional code for you to write, just some results to analyze. The co QLS: a]l'haze fate 12 .. s ]
T ho Ul [1ns changpd”
1. The stream code \‘J)sing rectangular parity from Task 2. What should nrows and ncols o ‘e
be if we want a rate 1/2 code? [ 41t )

2. A convolutional code with hard decision decoding and constraint length 3.
. A convolutional code with hard decision decoding and constraint length 4.
4. A convolutional code with soft decision decoding and constraint length 3.

! L\ ) M;ﬂ |

[F%]

\

3/10/2011 12:12 AM
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5. A convolutional code with soft decision decoding and constraint length 4.
PS5 _3.py is the template file for this task.

Run the code -- please be patient, it takes a while; you can do something else while this script
does its job. Inthe end you should see a set of plots of the probability of decoding error (the
bit error rate) as a function of the amount of noise on the channel (the x axis is proportional
to log(1/noise), tracking the "signal to noise ratio" (SNR) of the channel. Larger values of x
correspond to lower noise, and a lower error probability for a given coding scheme. Note that
the y axis is also on a log scale.

The Task 3 script saves the graph in a .png file called PS5_plots.png -- please upload the
result:

Plot to upload for Task 3: Browse... \/

=(points;: 1)

Looking the generated graph, for an SNR of 2 db list the codes in order of performance, from

highest to lowest (better performing codés have a lower BER for a given SNR). Considering
— T —

the Viterbi codes, briefly comment on the how much extra work the receiver has to perform

-

as the code performance improves. e

(points: 1)

You can save your work at any time by clicking the Save button below. You can revisit
this page, revise your answers and SAVE as often as you like.

Save

To submit the assignment, click on the Submit button below. YOU CAN SUBMIT ONLY
ONCE after which you will not be able to make any further changes to your answers.
Once an assignment is submitted, solutions will be visible after the due date and the
graders will have access to your answers. When the grading is complete, points and
grader comments will be shown on this page.

Submit

https://scripts.mit.edu:444/~6.02/currentsemester/pset.cgi? assignme...

3/10/2011 12:12 AM
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« unslotted Aloha
« carrier sense, contention windows
* code division glimpse

6.02 Spring 2011 Lecture 13, Slide 71

dny Oer L{p Collides
Unslotted Aloha

* Packets take T time slots to transmit

; : 3
arbitrary times. [DQ‘I’[M ~lsh
« Collisions are no longer “perfect”

- Any overlap between miIfi-slot packets is a collision

— Larger window of vulnerability to other transmissions

okay - B

2, |
i T—1 slots "’: T slots ;I 7 W‘EAJW o‘f‘\ ‘
Any other packet transmitted in these 2T—1 um ) fdlhlhh

time slots will collide with target packet

6.02 Spring 2011 Lectare 13, Slide 23

Conteflon prtocs|
Who gets 1 Tall

Mot trrgon, albvin V‘°:"‘ﬂ
band. it

L]
Ap mor Ny
— As slots get smaller and T grows, approximates transmission at ; (

\’ Staba “%&L )
Slotted Aloha Summary

« Assumptions
— Time is divided into slots
— Transmissions begin on slot boundaries
— Packets are 1 slot long
« Choose to transmit packet with probability p

1
Stabalizcy
- Each nodes uses collisions/success to adjust p
pest -h‘

— Adjust p between p,,;, (avoid starvation) and p,,,, (avoid capture)l

— On collision p « max(p,,;,,p/2), on success p « mMinp,...2"p) bb uﬂ ¢ F

Utilization = throughput achieved /maximum data rate z J
Ower oY1 5]

— U= prob(exactly one transmission in a slot) h
= N*p*(1-p)"-1, where N is number of backlogged nodes oty i
— Maximized when p = 1/N, Uy, = (1 - 1/ NP1 Prew Stavabie
- AsN—w, U, .— 1/e=37%
—~ While each node’s p is never exactly 1/N, the goal is to have its
average value over modest intervals be approximately 1/N.

379, -losks ln- bt pety god
Al M very G;fmpk ~ dm
bt cant ﬂff‘ o Yaully 28 :i?

V05
Utilization in Unslotted Aloha

&.02 Spring 2011

bt an g will get

Probability of no transmission for 2T—1 slots:
2T-1
(1-7)

0ls

Probability of a sender experiencing no collisions:

z(ouﬂ = . -
{063 Ow7nﬂ195 ™ z[P(I—P) __][(_l—p)' _] = p(l = p)EF-IN-1

[[ ‘P) 21+ for
Utilization = throughput/maximum rate:

not sttt iteoneng

= for nodes that try to send new paclet while busy W§| last ur}c'.
~(ft o,

)(2 T-1)N-1

\ Np (1 2 p)(ZT-l)N—l
Uuns[oucd A]oha@ 1 /T

jdwe/. chL

=TNp(l-p

Ny

4.G2 Spring 2011 Lecture 13, Slide 24
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e

ﬁFor large N: U, =( I
‘ 2T -1

6.02 5Spring 2011

U,.ax for Unslotted Aloha

Maximization with respect to p:
log(...) = const +log(p) +[(2T -1)N- l]log(l -p) z

Cdise fo ma
%9 o Cxpreing

Simulation of Unslotted Aloha

PRI Sizim s iem siiime s
1T X3 —-—nam:c -8 Bew am— ¥ “000 .ﬁ.‘ -==M

Smiae smase sl ST TR T T )

4

] Hod! (blue=success: red=collision)

S T T T e -
Der: lv.atlvei(ZT 51')6;1\‘] {D fO . T T T Ty BTy “TW T T T T T
1 T ™ 1 {"' s 0/‘ 6 u‘-‘:::- :1::— o:--- — sews os me :o:u-g-:-.-—::::- o oo
; g I o p ‘VhICh equals 0 at p (2T = l) N r‘ £3 Se m,}eff 200““, 400.00 60000 BOOUUV : 100000

Plugging back into U:

(2T-1)N-1
T 1
Umu = 1 =
2T—1( (2T—1)N]

5mﬂ” ‘l’}fve 6/0;3

)l Forlarge N, T: U, =~ el
2e

Half the utilization of slotted Aloha:
makes sense: twice the window of vulnerability

;njrefegfed ‘m aﬁ‘m\o}v L Lgkqwar_\

Lecture 13, Slide 55

. \
Carrier Sense 4 4 i€ gowe e plst
- ouaa : 5 & trms
* Reduce collisions with on-going transmissions by
transmitting only if channel appears not to be busy.
For large T (slots/packet) if channel is busy this cycle, the
same sender will probably be transmitting more of their
packet next cycle
* When the channel is idle, there’s no chance of interrupting an
on-going transmission.
* That leaves the possibility of colliding with another
transmission that starts at the same time - a one slot window
of vulnerabhility, not 2T-1 slots. P
. mto drop dramatically, utilization to be quite
a bit better, although a “wasted” slot is now necessary
* Busy = detect energy on channel. On wireless channels,
transmitters turn on carrier to transmit (we’ll learn more
about this after break), hence the term “carrier sense”.

ity by

e 13, Slide #7

uﬁ}{w,sj 05 AN& go

6.02 Speing 2611

)

~
S
&

# successful receptions
- -
=1 G
=3 =]

g

a

4

0 1 2

3 5 6 7 8 9
Node #

Utilization = .21, Fairness = .99 (,sf?e of [0

python PS6_3.py -r -n 10 -t 100000 --pmnn 005 --pmax=0.8 -s 10

/] ﬂd ]“,0 C]/‘(P Cé:/nx Slider i

.02 Spring 2011

Simulation of Carrier Sense

~a

o

S Node (blue=success; red=collision)

=]

85 & 8
3 8 8

# guccesstul receptions

e
2
S

5
Node # \

v
73, Fairness = .96

Utilization
python Psn +.py -r -n 10 -t 100000 --pmin=.005 --pmax=0.8 -s 10

g 2011 Loty Stide &3

) OMT ls'bhaw,fﬁ/ fo (/l“”'ff, )
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bt égrg%éénfiﬁn Wﬂ"ﬁi&ows

» Contention Window: parameter is some integer CW
* When node wants to transmit, it picks a random number r
uniformly in [1,%2{1:@ sends after the r" idle slot from the
current time, Sl%x# {{”ﬂoh
« If transmission collides: CW < max(CW,;,,CW/2)
If transmission succeeds: CW « min(CW,,,,,CW*2) ﬂod» Mudl CD/TIWQ‘ o
* Node is guaranteed to attempt a transmission within CW
slots. With the earlier scheme, there was always the chance
(though exponentially decreasing) that a node may not
transmit within some fixed number of time slots.

13, Slide 59

6.02 5pring 2011 ¢ Lecture

Summary of MAC Protocols

* Goal of MAC protocols is to maximize utilization and fairness
* TDMA is a good choice when nodes are all (or mostly)

Backlogaed —[llo (gl Pharer
— Round-robin sharing provide§ known communication capacity
and bounded wait
— It’s precisely fair, 100% utilization if all nodes have packets
— Poor choice when traffic is bursty or if some nodes have a higher
offered load than others :
* Contention protocols dynamically adapt to changing traffic C{dl’('fk ffm&fcp
—’_I_Distribuﬁprotocal'(each node makes its own decisions based
on transmission experience) avoids cost of centralized controller
"M‘Lrhaving to know which nodes have packets to send
L\IJ &'{W —! Parameter (p, CW) that controls when packets are sent is

MQA adjusted so that prob(sending packet) is lowered when collisions
\/P are detected and raised when transmissions are successful.

13, Slide 511

6.02 Spring 2011 Lecture

Simulation of Contention Windows

@

~

Node (blue=success; red=collision}
o o

-
@ ° N
2 & g
& & &

# successtul receptions
3
o

N
g 8
=3

)
@
@
a

0 1 2 3 4 5
HNode #

Utilization = .74, Fairness =92

python PSG_5.py -r -n 10 -t 1000@5 10
Le

5.07 Spring 2011 e 13, Slide 210

Summary (cont’d.')

» Slotted Aloha — based on very simple rule: transmit with
probability p.

- Dynamic adjustment of p “stabilizes” the protocol.
+ Use binary exponential backoff to adjust p downward

— Utilization maximized when p = 1/(number of backlogged nodes)
— For large numbers of backlogged nodes U = 1/e = 37%
— For fairness: p;;, S P S Phac :
* Unslotted Aloha - packets take multiple time slots to send,
models transmissions at arbitrary times
- Gets half of the max utilization of slotted Aloha due to doubled
window of vulnerability to collisions
— Carrier sense avoids collisions from packets once transmission
'has started — much better utilization
- Fairness still requires bounds on p

4.02 Spring 2011 Lecture 13, Slide 217
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Code DivisiOI]( Multiple Access (CDMA) CDMA Receiver

* Two vectors are orthogonal if their dot products are 0. Here's * At receiver take groups of len(V) bits and form dot product
a set of 4 mutually orthogonal vectors: with Vi for desired channel.
S RO LS el T o 1 R 1 - If result is negative, message bit is 0
V2 (3 =1,051) - If result is positive, message bit is 1
V3o (lyranlan olyo=1) L
Vdsndly 2190=1; widprehip channel: 0-4 0 0 0 0 0 -4
* Assign each transmitter a particular orthogonal vector (Vi) it '
will use to encode its transmissions (called the “chip code”). receive using Vi: 1 1 1 1 1 1 1 1 C"Clq(‘f? cades 6r e hy
With vectors shown above we can support 4 transmitters. dot product: -4 =4 "
— If message bit is 0, transmit —Vi : ({ Hﬁ) }T-anmh(hd message bits: 0 0
If it T, tranummit v 1 message bit - len(Vi) “chips” .
message ’ —_— receive using v2: 1 1 -1 -1 1 1 -1 -1
* Channel will sum the transmitted values: Ofl Q(?-d\ r‘\e‘aﬂﬂé dot product: -4 4
— send 00 using V1: -1 -1 -1 -1 -1 -1 -1 -1 H—- message bits: 0 1
send 0l using V2: -1 -1 1 1 1 1 -1 -1
send 11 using v3: 1 -1 1 -1 1-1 1 -1 receive using Vv4: 1 -1 -1 1 1 -1 -1 1
send L0 using v4: 1 -1 -1 1 -1 1 1 -1 v : dot product: 4 -4
channel: 0-4 0.0 ,0,.0.,0 -4 gm{) ‘/p (n a([[ message bits: 1 0
6.02 Spring 2011 Lecture 13, Slide #13 6.02 Sprivg 2011 Lecture 13, Slide 214

HHran @9'} largg ,(\C)OF Fnodvcf 6f Culy
~bi g5t b dor vl nero0g \/ ’
590 lﬁ%e Q’Prtareo'um%w? 5eng 3 P@wa 0T

Asynchronous CDMA o $hide

* Use N orthogonal vectors to multiplex N transmitters (e.g.,

use a NxN Walsh/Hadamard Matrix) §]] /o, + €0 | wns e th‘ﬂvgtul [
* Scheme described above works for synchronous CDMA when

all symbols are transmitted starting at same moment. For

example this works fine for a cell tower transmitting to mobile

phones. "“-———--;_____\ Aot ar 4*@

» But hard to synchronize mobile phone transmissions, so use
asynchronous CDMA: 'eﬂo"?H
- Can't create transmissions that are truly orthogonal if they start
at different times
- Approximate orthogonality with longer uncorrelated pseudo-
mmeudo-n ise or PN). “pseudo”
implies that sequence can be recon%ucted at receiver given a
known starting point. 0 \/G/‘hﬁﬁ \ACaree hfﬂd
- Assuming equal signal strengths from each transmitter at
receiver, if we decode bits using a particular PN sequence
synchronized with desired transmitter, we'll get desired signal
plus some uncorrelated noise from other transmitters.

6.02 Spring 2011 Lecture 13, Slide 15
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Frequency Division Multiplexing

INTRODUCTION TO BECS I To engineer the sharing of a channel through frequency division
DIGCITAL multiplexing we’ll need a new set tools that will let us
understand the behavior of signals and systems in the
COMMUNICATION frequency domain. Plan:
SYSTEMS 3 — This week _
* Analyze the fr{gguﬁncy_cglt_ent of signals using the discrete-
‘F (f vl : f time Fourier series
(\96{/ l/@m MVH(F/&{/M * Determine what happens when we band-limit a signal

* Characterize LTI systems by their frequency response e{fk{ &’/’U{f
N

6.02 Spring 2011

* Introduce filters: LTI systems that eliminate a region of
Lecture #14 M ol ! Eultens L

{Q, 9 S QMH. ggohm frequencies from a signal /Gmp e QM@/ f/an, ‘a,, li
« complex exponentials O{ 0 { w - Next week
« discrete-time Fourier series sp (iem » Using modulation to position band-limited signals in
* spectral coefficients \ different regions of the frequency spectrum
* band-limited signals - /4‘(&‘9 * Receiving a particular signal from a shared spectrum

6.02 Spring 2011 ) Lectre 14, Slide #i 6.02 Spring 2011 Lecture 14, Slide 52
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Sinusoids and LTI Systems Periodic Sequences M u/ FU ‘bd %5
in Oscrefe s ysfens

1 e : 1 e : . . o cos(0tn) =1
ait — Mk Jik -<dfll =il ] of e A sequence x[n] is said to be periodic  pFF f ot T 1]
,_“.__1“;31 h:mg' | Tagﬂfﬂ_]_!”;l.i T‘N;*” h[n] /| 4;;'__’”‘ 15;"'{!_‘_:‘agl':‘_l_“-;”:.\l?_f;;i!;-' 1] with a period of N samples (“periodic -3 T TI 1 T T
,np 14 1 ot Z; . ! 1 = 1 NG -mb - e ..:; ~B = with perlo'd Nn) if < 3 k - 3) : d
o i . L.IIW‘J‘@“‘" wirts . x[n]=x[n+N o S — T~ fond
Frequency division multiplexing depends on an interesting Lim (g'ae@}— B J. = l . M s & ’
property of LTI channels: - A sequence that is periodic with period J°t———r=nf—b—2d 1¥fq /
; T}\(‘, t’\ LTI N is also periodic with period 2N, 3N, " |° cos(23n) Y
if the channel input x[n] is a sinusoid of a given amplitude, a ..., and so on. - G[ p 19 T AR T e s T [ 1
: : : on7 drgv 83 (s , cof
frequency and phase, the response will be a sinusoid at the Q)’l& o3 S Rt ‘
same frequency, although the amplitu : SE y be / A sinusoidal sequence that is periodic o1 :"m;:) ol F’“l/
altered. As we’ll see, the change i1 amplitude and phase with period N can only have one of a Lo
may depend on the frequency of the input. finite number of frequencies: all the -§_—§ T : l iy Stk 1
. PO harmonics of the fundamental R S ST ST T
The same property holds when the inputs are complex frequency 211/N radians/sample, i.e., con(43n)
exponentials, which are closely related to sines and cosines ) frequencies of the form k(21 /N) for - ;
{and;perhaps surprisingly, are much easier to analyzel). some integer k. { IO{:,E 0{

6.02 Spring 2014 ’ VﬁCJ 'Q(a , SS. Lecture 14, Slide 73 5.02 Sirivg 2011
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Frequencies k:(2n/N) when k 2 N

froy = 1 (@l Jaanple

Negative Frequencies

~§z':.p/, bl )""/"/’

¥ (0l Sa«,o/f,

: 7?? ‘t f 5.1
Frequency k-(277/N) yields the same sequence as (k mod N)-(211/N) : AR SR _ /s qf, $et(/ - ?JL
coa(D3in) =1 cos(6din) =1 ;:: ;f-f“‘ SRR “;" é:55- - 1 ) k : N 'n
| o R A S SR e I S | 5 SR SRR S SRS R I 7 5’ o ) U L | o] =
_?;QE..‘;.. ;2 _1 ‘5] _;al:: gl i i o = g 1(& ﬂtﬂJ’ m‘e -1.0---‘; ‘: : 5 H ’;,- ~1.0} o -!.. ] : 4. . _l\/
cos(1%n) 0865 1) ~
.:fr:'. = '\‘i il L "_;". ? 1 in(3%n) sin(—2%n) L\/?(‘QJ/S
= .3 asf oty i l \?‘ i o3t l ; T\ T S
e i Bl o e e ot
2 [i] 1 2 3 4 5 ) 1 2 3 4 5
i Sequences of frequency k-(217/N), i.e., frequencies between
0 and 21, are identical to sequences of frequency
o -(N-k):(211/N), i.e., between -27T and 0. e
.............. .

2 3 4 5
+\_~ Highest tfrequency:
,N-1 7 (N-1)-(21/N) < 2m

Unique sequences: k=0, 1, 2, .,

6.02 Spring 2011
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Complex Exponentials

A complex exponential is a complex-valued function of a

. L ————— - .
single argument — an angle measured in radians. Euler’s
formula shows the relation between complex exponentials
and our usual trig functiong; \

e? = cos(p) 4 j§in(e)

d .rw’SQ Q\J‘_

cj(w-l)(?:r,':‘\')r:

(O&Mb q

(onfler
\(dJUb

cj(l]&lrf;’\r’}ﬂ

(Xdﬂé (@“MQ'M’.AB

M Qﬂ,tb@f fo V\/OI'L in

uponmfwb Is

Cos (@) -cos(8)

038 .06
(

Vil

i i’
COS =—¢ +—€
(@) > 5

(N/2).
due s o AT
Hs ﬁﬂ gdd'N LL’QI d,l :s";‘du“ .02 Spring 2011 =

Systtn Can'-4f) diF

L,l

—ﬂO e Jt #ﬂﬁ\wg 2 awve at Gam.

6{

Slne and Cosine and ei®¢

A/ N Fe TriA)

4—55
Cos

(cm wefe compley Ej ;

sin() =
In ¥

in

In 6.02, our convention will be to specify frequencies in the
range -1t and T, corresponding to k’s in the range —(N/2) to
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Useful Properties of ei® Discrete-time Fourier Series

If x[n] is periodic with period N, it can be expressed as the sum

Wien e 0 jo i i b of scaled periodic complex exponentials:
e =1 = (D5 6)) t J tsm' ) . ) J' , ! cent
; 5 8 (C ~omplex exponential wit.
When ¢ = #1m: == 1 T Oj : (a n eyp 1 ) d"‘, IO =(0ad period N and fundamental
- i . frequency 271/N. Iyt
LA TR ) f
. & G5 Sum of scaled (Omokx EXJogy fiuly  — ol
) J

™ m g™ o (—1)" O H{md% ,

W Pt
= ae
Summing samples over one period: 6') @ _’,i = 0 ;

/\/k=<N> v\(ﬁnch/ﬁ}“ :Ra" OL'Q/LD’&;)— (ampleﬂ

2x
Jh=n =0,zN,= i '
3 A )’-AM M E e VN = N k=0,=N,=2N, k ranges over any N consecutive The spectral coefficients a for cach of
w*.? ne{NY 0 otherwise integets. Two common choices: the dj screte frequencies are, in general, "
f’(‘f? R - k starts at 0 (0 < freq < 271) %p/\f‘i complex, changing both the amplitude

I/ ch 4?5
« It starts at =N/2 (-1 £ freq < 'rr)ﬂj and phase of the associated complex Pl"dﬁﬂj

n ranges over any N consecutive integers. %
eg.n=0,1,..N-1 é@(b ~0

.02 Spring 2011 P LECture iy Alde ) M‘(kc’ﬁ(’ RS
W o CELJCL % = O 6)(0\/& i ‘fJ]Lor‘M[ i
pre bloms ol \MQ

exponential, If xX[n] isreal, a, = a,".

Use '['0 99 (oash

Solving for the a, Discrete-time Fourier Series Pair

Start with: . E akejk(%}n jk(ﬁ)n ’Ffé’ " \—o [l
k={N). x[n] = E a.e v ‘ Synthgsis equation |
Multiply both sides by ed2"/NIn and sum over N terms: /ﬂ: 5({(‘(5 ? k;(”) ‘L(z") T) -:l(od( ‘l@f %‘1% M
i -k =|n : .
2 A ) et St ?a'ir ? tageeiy, Aln]e 7| Anelysls equation|
ne{N) n{N) k=(N) Sum oy i\/ WW'H,C l'rﬁcef}’j f fral n-(ggé Hﬂt "
(el ral colft.
i(k-f)[%'}" If we hﬁf N samples of a periodic waveform of period N, we

= a e \ 3 : :
2 k E fi L,l\a'Q. 'h‘lv? can find the waveform’s spectral coefficients using the

k 2 :
(V) §~(N) ) From side analysis equation.
=a, - N if k=r, 0 otherwise )
—AML ,\, [ J/' ](( [B If we have the spectral coefficients, we can reconstruct the
1 -2 (pingy oL original time-domai f ing the synthesi ti
o = ginal time-domain waveform using the synthesis equation.
Gy = >, xlnke ~mosthy () '
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x[n]= cos(rz—nn) MLY

; : cos(_i(Z‘r/lll)n)
=3 > cos(k e oy 1 el CR L
N .S P! R o i o l }

=__

[ %)
ZNR-(N) P T o, TR oy gree Ty
eel 3t S, 1 3 Bt v i TR R '_f; [ :
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-0.0008 ) - - A SR
/’L o -4 =7 © Z

s.ozsp.-inqamiwllu Wr‘lk e vad “\J;\f’“ 14 |in 13
<t NYdes !\)
Sddples

x[n]=1+ 2005(3%11) - 33in(5‘—i—yf-n)

z[n]
Again, by inspection: since the cos e U ] oy
and sin aré dilferent frequencies, JE { M i
we can analyze them separately. i e l_
i_\-_———__________._‘ O 7 ] ® " 1
ag = averaier\é;?llue =1 e}
a;;=2(1/2)=1 [from cos term] :: s W el B {
(] | 1
as=-3(j/2) =-1.5j [from sin term] ] S i
as = -3(j/2) = 1.5] o
| iy (o)
a, =0 otherwise o i LLs — I

I Vs
Y

£U’LCMA& +LL Wy (A u-fvm

f@e%

x[n] @r%’n)

sin(2(2m/11)n)
This time let’s do it “by inspection”. [’ ] I Ll T ol
First rewrite x[n] (see slide #8): sot- e P
L ] jenRE i el |
n)=—f ¥ =g ¥ e
2454 40 2]
Now x[n] is a sum of complex o Blai)
exponentials and we can determine oo} -
the a, directly from the equation; ] ;
C)fuefo a = _1_. == _.L.]. i z
DV r .
a/ 2] 2 3(ay)
sl gl , i
T2 2 ap——
=0 otherwise i
1
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Spectrum of Digital Transmissions
transmit @ 7 samples/bit
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l\im‘ljr Effect of Band-limiting a Transmission How Low Can We Go?

x|n| synthesized from a,
o6 T =
(fqavﬁ s R
5] . &
{
ae rs

|“_k |

lag| cutoff @ k=15

- 1t =53 )
) o5 RIS o 3k i
hasstiltatnattteat ettt sy| 00 -
-0 =13 10 -3 5 1 a 1

5 0

Ja,| cutoff @ Lk=14

w0 o w0

L “ Nl Geolf @ k=25 \,JLG‘} 7o 3%4‘ u{'

=0 =15 1 - A 0 18 F
1} synthesized from o, la, | cutoff @ +h=13
e l S __)nl
S . . . os

|
60 150 .
sHER FEE] i
0
I3
== cogemegian g 13
. 2 : - : : 10
e T 7 ! : o b ol e osp | i
S 1kisE - : Haena*teeyr?lle, 4 ool
I s TR = o i o 1 v } m\ RS HiE TR T T 1 20 o
02 ik = § : : :
5 : acp ) L i la, | cutoff @ d:k=12
03 fad !

We- T e aert | FHEH RS

=10 =15 =10 =% 310 13 0
\ | cutoff @ 4k=15 We + e, | cutoff @ k=11
M\ O S A e EEEEE Y
P e 2 F e staattosst?|Te, s, -

6@- a\p"‘ﬂ e A— . 7 samples/bit — 14 samples/period — k=(N/14)=(196/14)=14
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6.02 Spring 2011: PS6 https://scripts.mit.edu:444/~6.02/currentsemester/pset.cgi?_assignme...

To save your work, click the SAVE button at the bottom of this page. You can revisit this
page, revise your answers and SAVE as often as you like.

To submit the assignment, click the SUBMIT button at the bottom of this page. YOU
CAN SUBMIT ONLY ONCE. Once the assignment has been submitted, you can continue
to view this page but will no longer be able to make any changes to your answers.

6.02 Spring 2011: Plasmeier,Michael E.

PSet PS6

Dates & Deadlines

issued: Mar-16-2011 at 00:00
due: Mar-31-2011 at 06:00
checkoff due: Apr-05-2011 at 06:00

Help is available from the staff in the 6.02 lab (38-530) during lab hours -- for the staffing
schedule please see the Lab Hours page on the course website. We recommend coming to the
lab if you want help debugging your code.

For other questions, please try the 6.02 on-line Q& A forum at Piazzza.

Your answers will be graded by actual human beings, so your answers aren't limited to
machine-gradable responses. Some of the questions ask for explanations and it's always good
to provide a short explanation of your answer. ]L ' '

O0ana

Problem 1.

Consider a shared medium with N backlogged nodes running the slotted Aloha MAC protocol
without any backoffs. A "wasted slot" is one in which no node sends data. The fraction of
time during which no node uses the medium is the "waste" of the protocol. Each packet is 1

time slot long.

A. If the sending probability is p, what is the waste?

- Wplh

(points: 0.5)

B. Suppose N is large. If the Aloha sending probability, p, for each node is picked so as to

1of15 3/28/2011 9:15 PM
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https://scripts.mit.edu:444/~6.02/currentsemester/pset.cgi? _assignme...

maximize the utilization, what is the probability of a collision?

Al (pasle |— > .
bu/ M,-tn({[ [ (o} fsia) ¢ " f}&' 1 see -’Jn:._,,.,;,‘;%:/
;a}w T ,; a/{ ot '
O{' “h‘f (/"' ﬂrm}\ (Ot b C%”j
ot 03) 0~ | or] e 1o 5cts)

g faf1-p) V-
ﬁ@ [ L ""/’“ (G L BT )
d LV»)QQ & é — €. (Nl ¢
Alyssa and Ben are the only two users on a shared medium broadcast network running a

variant of slotted Aloha. Their computers are configured such that Alyssa is 1.5 times as

likely to send a packet as Ben. Assume that both computers are backlogged and that each

packet is one slot long.

Problem 2.

A. For Alyssa and Ben, what is their probability of transmission such that the utilization of

their network is maximized? Please give numeric answers.
P T

I
[hay il .
~bt Compates st (Jmij

Wﬂ%f No ra W(W
(points: 0.5) H—» lC @ q

B. What is the maximum utilization? Please give a numeric answer.

(points: 0.5)

Problem 3.

You have two computers, A and B, sharing a wireless network in your room. The network
runs the slotted Aloha protocol with equal-sized packets; each packet is 1 slot long. You want
B to get twice the throughput over the wireless network as A whenever both nodes are
backlogged. You configure A to send packets with probability p_a = 0.25. What should you
set the transmission probability of B (p_b) to, in order to achieve your throughput goal?
Assume that if exactly one node sends a packet in a time slot, it will be received successfully,
but if both nodes do so, then neither packet will be received successfully.

3/28/2011 9:15 PM



6.02 Spring 2011: PS6 https://scripts.mit.edu:444/~6.02/currentsemester/pset.cgi?_assignme...

3of15

]

e \ = ) D
Wi:\i { 10 {’Jf’ " 'ii‘,".' ce : !;r}{s?-\j};fb.\/--

I it e Bl poen 't B o o Sqpsstl mat offe,” T4,
i ¢ L t £ ) e ‘{;
O( b (Cf NS my ;I_C Mie ] (_’)f -{ M ? wl | i i'ffj' .
: : L OUEssh 4
(Pomts. 1) 1"[{1‘ (’ /| ;» ‘]"-*/{‘) hp.'lr (: f /p,ék:,hl_};.‘;,;_: {;‘-/{!f w} (40
-~ l. .\
Problem 4. B M?fi-” er P8 (JWFJ} 50 2;’%{ {§~-W = Pb (’j P”/
. Dison
(&)

Ben Bitdiddle sets up a shared medium wireless network with one access point and N client

nodes. Assume that both the access pomt and the N client nodes are backlogged. Each of the M@/

N clients wants to send its packets to the access point; the access point's packets are destined Aol

to various clients. The network uses slotted Aloha with each packet fitting exactly in one slot. | 5 +

Ben sets the transmission probability, p, of each client node to 1/N and sets the transmission B 5 Tl 7 9, ﬁ

probability of the access point to a valu@ o= /{ 7 é

A.

Determine the utilization of the network in terms of N and p_a. Hint: when N=4 and [) - L/
p_a=0.25, the utilization is approximately 40%. '

U NQ ( PJ /\’5_’ Al ess /)ﬂm?‘ "
, £ - L‘i 1 - 3 - TS )
! ¢ "]_ ) ( / J} = L{2 ﬂ/o () l\ 'H’rh [\/ i ['.f /r’... o L
V- ] : =
No(1-p)"Y(1-pa) 1 pa{1pV 2 295 "
(points: 0.5) R i
4. a
B. What is the utilization of the network when N is large? R T
t
[{m as N > & 0{ qhan X g)ﬂefédﬁ 0\@“
1 0 LV/ X3 4n
= Jo1 O
(points: 0.25) gt e
C. Suppose N is large. What value of p_a ensures that the aggregate throughput of packets 1
received successfully by the N clients is the same as the throughput of the packets OCH 5 (N

received successfully by the access point?
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From here on, only the client nodes are backlogged -- the access pg@tilfs no packets to send.
Each client node sends with probability p (don't assume it is 1/N ).

—____‘_—_—____..
Ben Bitdiddle comes up with a cool improvement to the receiver at the access point. If

exactly one node transmits, then the receiver works as usual and is able to correctly decode
the packet. If exactly two nodes transmit, he uses a method to cancel the interference caused
by each packet on the other, and is (quite remarkably) able to decode both packets correctly.

C. What is the probability, P2, of exactly two of the N nodes transmitting in a slot? Note
that we want the probability of any two nodes {sending ina g}' en slot.

N pep (g2

| 7 ',!z:‘ 1 {'{(} ” Pr "}l
| 7

1§ fﬁ/? .lz',‘»l";.,-‘,:i;':;:,:: ‘_“i‘
(points: 0.5)

{ Tdrsm i’

r 35 /\)Z (( { ‘(N) [\f ’)/V
D. What is the utilization of slotted Aloha with Ben's receiver modification? Write your

answer in terms of N, p, and P2, where P2 is deﬁned 1n the problem above.

fh‘ng’
dm ARG Up P Gad U
< S EE

(points: 0.5)

o s aagin
Py

Problem 5. whal :
J ﬁp{J:._l Q(pss kf/;‘zol 5 /":‘7‘« (d

Alyssa P. Hacker is designing a MAC protocol for a network used by people Wwho' hve ona

large island, never sleep, never have guests, and are always on-line. Suppose the island's

{ﬂf/ .

e LA
n!}(. 1

backlogged. The nodes communicate with each other by beaming their data to a a satellite in
the sky, which in turn broadcasts the data down. If two or more nodes transmit in the same
slot, their transmissions collide; however, the satellite uplink doesn't interfere with the

downlink. The nodes on the ground cannot hear each other and each nanET)acket

transmission probability is non-zero. Alyssa uses a a slotted “protocol with all packets equal to
one slot in length.

; A
{ / “5’? ;/?ﬁfr;wf,i } (
A. For the slotted Aloha protocol with a fixed per-node transmission probability, p, what is
the maximum utilization of this network? (Note that although there are N nodes in all,
only some four of them are constantly backlogged.)

D= 1 il pleps

https://scripts.mit.edu:444/~6.02/currentsemester/pset.cgi?_assignme...
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(points: 0.5)

In this network, as mentioned above, four of the N nodes are constantly backlogged,
but the set of backlogged nodes is not constant. Suppose Alyssa must decide between
slotted Aloha with a transmission probability ot@r time division multiple access
(TDMA) among the N nodes. For what N does the] expected utilization of this slotted
Aloha protocol exceed that of TDMA? '

L\» !A ‘/ T—}] l‘)

S -
51/@' TD”E U ! ) f
V\/ I o //V {/'%,)/V\{
y I
7{7‘?(0{4 - rd?/l"*'}- Vidla  fga ;,fr"r!' ’/0 f/&fﬂfgmﬂl
(omnts 0.5 ]‘7‘“ ’h"t ratter—=ot-ra— ot
L&D : = W oy YLy
(/ (I "lﬁ’} 1'l {}:“J.;— ﬁj
Problem 6.

Token-passing is a variant of a TDMA MAC protocol. Here, the N nodes sharing the medium

are numbered 0, 1, ..., (N-1). The token starts at node_0. A node can send a packet if, and

only if, it has the token. When node 7 with the token has a packet to send, it sends the packet

and then passes the token to node gi+;1_)_1"1:1_g_d_ . It node 7 with the token does not have a

packet to send, it passes the token to node (i+1) mod N. To pass the token, a node broadcasts

a token packet on the channel and all 6ther nodes hear it correctly.

A data packet occupies the channel for time T d. A token packet occupies the channel for

time T k. If s of the N nodes in the network have data to send when they get the token,
S, o ol "
calcﬁl’a\’t‘é the utilization of the channel in terms of the parameters above. Note that the

e
bandwidth used to send tokens is pure overhead; the throughput we want corresponds to the

rate at which data packets are sent.
pm—————

st

21§ 16 !
Hint: When 20% of the nodes have data to send (i.e., s/N=0.2) and T d=10*T k, the

utilization is 2/3. Glumpa,

- Bt L1 shddd cedll, |,
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Introduction to this week's Python tasks.

This lab uses WSim, a simple packet-level network simulator for a shared medium network.
You will be writing a small amount of code to develop various MAC protocols and measure
how they perform under different conditions. Much of your work will be on experimenting
with various parameters and explaining what you observe.

In each experiment, all the nodes run the same MAC protocol. The simulator executes a set
of steps every time slot; time increments by 1 each slot.

You can run the python programs for this lab using python from the command line, e.g.,
python PS6 .py. This lab does not work well in IDLE (you can use IDLE to edit files,
but running them may not work as expected).

To understand the different parameters one can set in WSim, go to a shell (i.e., command line
rompt) and enter: ‘ : y .
B Mmaht sed to go to [4b

v

python PS6_1l.py -h

This command prints out the various options; the important ones are:

1. Retry: If two or more nodes are actively sending a packet in the same time slot, they
collide and both packets are considered lost. The -r option decides whether the node
should retry the packet or not upon failure. In WSim, the feedback about whether a
packet succeeded or not (i.e., collided) is instantaneous, with the sending node
discovering it in the same time slot as the transmission. By default, the retry option is
"off". When it is turned on, at an offered load of 100% (which is what we will use in
this lab), the actual load presented to the system exceeds the channel's maximum rate.
That is, we would expect most queues to be backlogged most of the time with these
settings.

2. Packet size: In any given experiment, the size of a packet is fixed. It has to be an
integral number of time slots in size (1 or more). To set the packet size, use the -s
option; the default is 1. Notice that setting a large packet size (say, 10) emulates an
"unslotted" network.

3. Skew: The -k option specifies whether the load is skewed or not. The load itself is
generated according to a random process, whose details aren't important for this lab.
By default, the skew is off, so all nodes generate the same load on average. When the
-k option is set, then the total offered load, L, is divided in geometrically-spaced
amounts. Node 0 presents a load of L/2, node 1 L/4, and so on. The last two nodes

each present the same load, L/ZN'], where N is the total number of nodes.
4. Number of nodes: The number of nodes in a run of WSim; default is 16. Set using -n.

5. GUI: The -g option turns on the graphical user interface, which may be of some use in
debugging your code. We recommend that you set the parameters for the
simulation from the command line and NOT from the GUI, as the GUI's

3/28/2011 9:15 PM
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parameter setting code may not port well across different python installations.

Experimental method

WSim runs for a specified number of time slots (settable using the -t option, with a default of
10000) and prints out some performance numbers (and possibly displays some graphs) at the
end. Of interest to us are the utilization a i s numbers, which are defined in the
lecture notes. The code reports a "weighted" fairness number as well, which is the fairness
index calculated over the ratio of the observed throughputs to offered loads. The
(unweighted) inter-node fairness is calculated over the throughputs alone, without regard to
the offered load.

In this lab, you will implement the core of three MAC protocols---TDMA, stabilized Aloha
(with backoffs), and CSMA---and understand their performance. Each node is an object,
which has three methods that you can use to implement the core of the MAC protocol:

boolean = node.channel access(time,ptime, numnodes)
This method is called by WSim every time slot when the node has a packet waiting to
be sent in its queue. This method should return True if the MAC protocol you're
implementing would like a packet sent in the current time slot, and False otherwise.
time is current time, ptime is the packet size in time slots, and (for TDMA) numnodes
is the number of nodes in the network.

node.on_collision(packet)
Called every time slot in which the node has experienced a collision.

node.on_xmit_success (packet)
Called every time slot in which the node has successfully sent a packet (i.e., no
collisions occurred during transmission).

You can modify any per-node state that you want to in these methods (e.g., the state
maintained by the backoff scheme, statistics of interest, etc.). Make sure to add the code to
initialize this state in the Node object's init  function, whose body is included in the lab
task files.

In many of our experiments, we will use the -r option, which cause the nodes to retry upon
experiencing a collision. (Of course, the MAC protocol's channel access () method will
determine when the retry actually occurs.)

Python Task #1: TDMA
Useful download links:

PS6 wsim.py -- packet-level simulator
PS6_1.py -- template file for this task

Implement a simple TDMA scheme by suitably filling in the channel access () method in

7of 15 3/28/2011 9:15 PM
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the template file PS6_1.py. Recall that in a TDMA scheme, time is divided into numnodes
equal-size slots, each long enough to accommodate the transmission of a single packet and
that each node is allocated one of the slots to use when it has a packet to transmit. Note that a
node can determine its unique node number (an integer between 0 and numnodes-1) by
calling self.get_id().

The slightly tricky part of this function is to correctly handle packet sizes that are larger than
1 time slot. We want the TDMA scheme to treat each packet as an atomic unit of
transmission; when the protocol determines that a given node can send, that node should send
the complete packet. Put another way, we want the effective size of a time slot in the scheme
to be equal to the packet size. You will probably find it easier to first write the function and
run it for a packet size of 1 slot, then modify your code to correctly handle larger packet
sizes. Note that when the packet size is set to some value using the -s option, all nodes will
use that value.

Run the following (after you test it for various packet sizes to ensure that there are no
collisions):

® python PS6 1.py -t 2000
(16 nodes, packet size = 1 slot, simulation time = 2000 slots)

® python PS6_1l.py -s 7 -t 14000
(16 nodes, packet size = 7 slots, simulation time = 14000 slots)

® python PS6_l.py -k -n 20
(20 nodes, skewed load, packet size = 1 slot, simulation time = 10000, the default
value)

When you're ready, please submit the file with your code using the field below.

File to upload for Task 1: | Browse... |

(points: 1)
Questions:

A. Please run the following experiments using a skewed load (-k) where the load offered
by a node decreases with the node number, i.e., high-numbered nodes have a packet to
transmit much less frequently than low-numbered nodes.

python PS6 1l.py -k -n 10
python PS6 1.py -k -n 20
python PS6 1l.py -k -n 40
python PS6 1.py -k -n 80

Please report the utilization from each experiment (look for util in the printout). With
a skewed load, as one increases the number of nodes, what happens to the utilization?
Why?

https://scripts.mit.edu:444/~6.02/currentsemester/pset.cgi?_assignme...
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VoW due ol

(points: 0.5)

B. What is the number of nodes at which the network utilization is smaller than 0.25 for
the skewed workload? (Because each run is randomized, run it a few times to be
confident of your answer.)

O gves 4 duls

(points: 0.5)

Python Task #2: Aloha with Fixed Probability of Sending
Useful download link:
PS6 2.py -- template file for this task

In this task, we will implement slotted Aloha with a fixed transmission probability and
measure its performance undemtions. The program allows you 1o 3et the
transmission probability using the~p\option. Looking at PS6_2.py, note that the  init
function of AlohaWirelessNetwork sets each node's "p" to the configured value of the
transmission probability. Your task is to implement the Aloha MAC protocol by providing the
correct code in channel s (), so that the node will transmit packets with the
conmﬁleme should work when a packet is 1 slot long, but also for
longer packet sizes (of course, the utilization may be different for different packet sizes).

Please note: For this task as well as the subsequent ones, do not use numnodes in your
'AK code, even though it is accessible. The reason is that we want your algorithm to work for
arbitrarily distributed offered loads, and using numnodes will not help achieve that.

Test your code by running the folloEving ‘&ff d‘ifferent values of p and observe the resulting
utilization. These tests use the -r option to force multiple nodes to usually be backlogged.
With this option, each collision causes a retry. Because the (default) offered load is 100%,
the retries ensure that the total offered load exceeds the channel rate. You can also observe
this backlog if you run the following tests with the e- ption and pay attention to the queue

lengths at the nodes. TWM{' Lﬁ'lk‘lb/s
python PS6 2.py -n 16 -r -p value GUL

When you're ready, please submit the file with your code using the field below.
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File to upload for Task 2: _ Browse..

(points: 1)
Questions:

A. Experiment with different values of p and observe the resulting utilization. What value
of p in the range (0,1) maximizes the utilization in your experiments? What is the
maximum utilization?

e

(points: 0.33)

B. We will now explore a skewed load to see whether that affects the best choice of p.
Run the following for a few values of p.

python PS6 2.py -n 16 -r -k -p value

What value(s) of p in the range (0,1) maximizes the utilization in your experiments in
this case? What is the maximum utilization?

O(ng 5 e L= A s Al UER
| Erag g YARKY(
1§ < 1 - Ul

(points: 0.33)

C. How do the optimal values of p and the corresponding utilization compare with the
no-skew case? Why are they different?

(points: 0.34)

Python Task #3: Stabilizing Aloha (with Backoff)

Useful download link:
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PS6_3.py -- template file for this task

In this task, we will develop a stablization method for Aloha using randomized backoffs to
replace the fixed probability of Task #2. Our goal is to adaptively Select the transmission
attempt probability, p, used in the channel access method. To do that, write your code in

PS6_3.py to adjust p in the on_collision and WS methods, which are called
when a packet transmission fails and succeeds, respectively.

We will use two parameters, pmax and pmin. These correspond to the maximum and
minimum values of the tranmmbiliw, p. The values of these parameters
can be set from the command line when you run the program, and are available as
self.network.pmax and self.network.pmin respectively (see the init _ function of
AlohaWirelessNetwork). In your code, ensure that pmin <p < pmax.

You can use any algorithm you want to set p in these functions, including the ones discussed F ( ““”93 (
in lecture. Good schemes achieve high utilization, but ensure also that fairness is high (as
close to 1 as possible -- lower than 0.9 is a sign that there is significant unfairness when the

number of nodes is between 8 and 16) and avoid the capture effect. There is no absolute Aq;xe *
correct answer (though there are bad methods!), so feel free to be creative if you think you . 0
have a good idea. Note that you are not allowed to use the number of backlogged nodes in n i

your scheme, because that information would not be available ifipractrce

Run your code as follows for a few different settings of pmin and pmax and observe the
utilization and inter-node fairness values. ’ f‘./?, r\ol' 14}

)
python PS6é 3.py -r -n 8 --pmin=value --pmax=value mvH(‘oI((w‘d/(/

(Note the two dashes in front of the pmax and pmin options.)

When you're ready, please submit the file with your code using the field below.

| L
File to upload for Task 3: Browse... WI

(points: 1)
Questions:

A. Run python PS 6 3.py -r -n 8 —-pmin=0 --pmax=1. Would you recommend
running a real network with these parameters for pmin and pmax? Briefly explain your
answer.

| WO — & hht [ *’*dgm(\'ant

(points: 0.5)
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B. Set pmin to 0.01 and pick pmax so that the fairness is as large as possible when the
number of nodes is 8 and there is no load skew. What is the utilization of your protocol
when the packet size is 10 slots? How does it compare to the utilization when the
packet size is 17

For the first case (packet size of 10), run
python PS6 3.py -s 10 -t 70000 -r -n 8 --pmin=0.01 --pmax=value

For the second case (packet size of 1), run

python PS6 3.py -r -n 8 --pmin=0.01 --pmax=value

w Pae 2 S0 8 D=

! r
!
|

A;d Cﬂﬁi ~Wf¢"j (

-(points: 0.5) M

Python Task #4: CSMA ﬂg_li {g M U:l fg 1( 85 75/
b

Useful download link: fg a» U - &‘&
: (e

PS6_4.py -- template file for this task

In this task, we will try to get the best utilization and fairness we can for a MAC protocol that
uses CSMA. To check if the channel is idle, you can use the

self.network.channel idle() frominside channel access (). This function returns
True if there is no on-going transmission in the current time slot, and False otherwise.

Every carrier sensing mechanism has a detection time, defined as the time interval between
the ending of a previous transmission and the detection of the channel as "idle" by a node.
For the purposes of this lab, we will assume that the detection time is 0. Hence, a node can
sense that the carrier is idle in the immediate next slot after the termination of the previous
transmission, when it does the check for whether the channel is busy. However, it is still
possible for collisions to occur, for multiple nodes could simultaneously sense the channel at
the beginning of a slot, and conclude that the channel is "idle", and possibly attempt a
transmission in that time slot (or in the same future time slot).

Write your code PS6_4.py for the channel access () method assuming that the node has the
ability to sense the carrier. Obviously, you should fill in the steps for the on_collision ()
and on_xmit_success () methods as well.

Test your code as follows. The -s option is important because it causes the packets to be
longer than 1 slot, allowing a node to sense whether another transmission is in progress during
a time slot.

12 0f 15 3/28/2011 9:15 PM
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(()69 / ﬁ( &'[eaf(//&

python PS6_4.py -r -n 8 -s 10 -t 100000 --pmin=value --pmax=value

Note that you should run the above for 100000 time slots, because we have scaled up the
packet size to 10 (from 1).

When you're ready, please submit the file with your code using the field below.

File to upload for Task 4: Browse...

(points: 1)
Questions:

A. What is the utilization and fairness of your protocol when pmin = 0 and pmax = 1?

V=79
=7

(points: 0.5)

B. How would you set pmin and pmax in your protocol to make the fairness number be
over 0.95 consistently while still maintaining good utilization?

# ol {.—q [f(,“(‘/"ef

(points: 0.5)

Python Task #5: Practical CSMA, as in WiFi (802.11) and Ethernet (802.3)

Useful download link:
PS6_5.py -- template file for this task

The ALOHA and CSMA schemes in the previous tasks pick a probability p for transmitting a
packet, and adapt p to stabilize the protocol. The advantage of this method is that it is easy to
analyze. In pracfice, however, real-world CSMA protocols like the popular 802.11 WiFi
standard and the 802.3 Ethernet standard implement something a bit different, as explained

below. Your task will be to write the code for the key parts of this scheme.
'\___________-

Rather than decide whether any given slot should have a transmission with probability p,

each node maintains @hich we denote by ew. cw is initially set to

3/28/2011 9:15 PM
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: ‘I e nga do Folen
éwg? which is a small positive integer (say, 1). Denote the current time slot by C. I
sender is backlogged, it picks a random integer t 11'{ [14 cw]fand decides to send a packet in

time slot C + t.

———  wat fone rqndem Yo [ cwh]

Of course, with carrier sense in place, the sender should only send a packet if the channel is

idle in time slot C + t. So, the sender senses the carrier in that time slot, and then sends a
/Lk‘ Me channel is idle then. If the channel is not idle, it waits until the channel is

idle, and then sends the packet. T

Whenever a collision occurs, the node doubles'éw, but makes sure cw never exceeds cwmax

(say,(512)) Whenever a transnnssm the node might rcw or might
halve 1f5current value of cw. You will note that this scheme is similar in spirit to the
pm scheme from Task #4, but a crucial difference is that here each
backlogged node is guaranteed to send a packet ‘\y_i_thinaﬁn______'_iggﬂge, unlike in the
probabilistic case where there is always a small probability that the node cannot send within
any given number of time slots. In mathematical terms, the probability distribution that
governs whether a node transmits a packet in a given time slot is uniform in this scheme (Task

#5), while it is geometrlcally dWmus case (Task #4).

You will first implement the scheme described thus far. It will turn out not to do as well as we
would like, and in Task 5.2,{you will fix an important weakness.

\
Implement this scheme by writing the appropriate code for channel access(), on_collision(),
and on_xmit_success() in PS6_5.py. How well does it work? To answer this question,
measure the utilization and fairness by running

python PS6 5.py -r -s 10 -n 16 -t 100000 -W 256

The -w option sets the maximum contention window size. The minimum contention window
is 1 (you can change it using the -w option if you like (lower case "w"). Running the above,
you will note that even with carrier sense being used, the utilization is quite a bit lower than

in Task 4. .

A. Report the utilization and fairness. Briefly explain why the utilization is low. Hint:
Think about what happens if more than one node is backlogged and waiting for an
on-going transmission to complete; what happens when the on-going one finishes?

=73
IR

(points: 0.5)

To fix this problem, each node needs to ignore the time slots when other nodes are
transmitting data. That is, if a node picks a time slot t in [1, cw] to transmit, it should wait for
that manots before attempting its own transmission. Of course, before transmitting

data, it should ensure that the channel is idle.
R
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Modify your code to include the above suggestion and run the same command as before:

python PS6 5.py -r -s 10 -n 8 -t 100000 -W 256

B. Report the utilization and fairness for your scheme after including the suggestion and
running the same command as before.

)= 2
=gl

(points: 0.5)

Please upload the final version of your Task #5 code:

File to upload for Task 5: Browse.. |

(points: 1)

You can save your work at any time by clicking the Save button below. You can revisit
this page, revise your answers and SAVE as often as you like.

save A1 m

To submit the assignment, click on the Submit button below. YOU CAN SUBMIT ONLY
ONCE after which you will not be able to make any further changes to your answers.
Once an assignment is submitted, solutions will be visible after the due date and the
graders will have access to your answers. When the grading is complete, points and
grader comments will be shown on this page.

Submit

150f 15 3/28/2011 9:15 PM
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