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6.02 Spring 2011
Lecture #21

* Redundancy via careful retransmission
» Sequence numbers & acks

* RTT estimation and timeouts

» Stop-and-wait protocol

.02 Spring 2011 Lecture 21, Slide #1

Proposed Plan
e (aq

Transmitter : Cl
— Each packet includes a sequentially increasing sequence number 5
- When transmitting, save (xmit time,packet) on u——Q:_REu‘hst——{xu’
— When acknowledgement (ACK) is received from the desrmatmn

for a particular sequence number, remove the corresponding
entry from un-ACKed list QC{f
— Periodically check un-ACKed list Tor packets sent awhile ago
* Retransmit, update xmit time in case we have to do it againl
+ “gwhile ago”: xmit time < now — timeout

how [oag 1 (0 b e ¢ —al Falle oot

Receiver
— Send ACK for each received packet, reference sequence number

— Deliver packet payload to application

B M

Lecture 21, Slide #3

6.02 Spiing 2011

1060 %

lofs geﬂJr Lv+
Hﬂ‘ﬁfnﬂ ¢ RTT

The Problem
(ough Wold. ot e
Given: Best-effort network in which
_—— f
— Packets may be lost arbitrarily
- Packets may be reordered arbitrarily
— Packet delays are variable (queueing)
— Packets may even be duplicated

r
o (se

Juevs il

Sender S and receiver R want to communicate ‘r_gﬁitlly
- Application at R wants all data bytes in exactly the same
order that S sent them
— Each byte must be delivered exactly once

These functions are provided by a reliable transport

protocol
- Application “layered above” transport protocol

o T agp -
%mml P(@}Lo m] (s GZLWQL 771‘; ”
ot periten ia Cach dpp

Stop and Wait Protoc
W bl hu gul 1y

Lecture 21, Slide 72

Pl
Sender Receiver &

prech

‘f Mc:-fumpv
§

Timeout
Retransmit

RTT = round-trip ti

(il Al
T &)
X

X
~N

Duplicate
packetTeception

Data loss +
retransmission

Normal behavior
(no losses)

re 21, Slide 44

sozsnng 2011 Wanted “exactly once”, got “at least once” tecu



6.02 Spring 2011

Revised Plan

Transmitter
— Each packet includes a sequentially increasing sequence number
— When transmitting, save (xmit time,packet) on un-ACKed list
— When acknowledgement (ACK) is received from the destination
for a particular sequence number, remove the corresponding
entry from un-ACKed list
— Periodically check un-ACKed list for packets sent awhile ago
* Retransmit, update xmit time in case we have to do it again!
* “awhile ago”: xmit time < now — timeout
Receiver Ndle mor
— Send ACK for each received packet, reference sequence number L
; AR RS SR _é&phghcaﬂ
— Deliver packet payload to application in sequence number ordel

* By keeping track of next sequence number to be delivered to app, it's- {
to recognize duplicate packets and not deliver th d - IL ;
easy to recog P p eliver them a secon \\ lJU ma &
4{0'0 ¥ wafe

time.
* Remember packets received out-of-order so we can deliver them once
missing packet is finally received
Lecture 21, Slide 575

HW\’O/@ h sz {aA ‘Hmaﬂuv
sk V\efwath &{mx(ﬁ@nje.ﬁ# Q}m *
08 vork dptale pulas o

RT'LI' Measurement
Qound Teip | tag

Issues

Protocol must handle lost packets correctly

— Lost data: retransmission will provide missing data

— Lost ACK: retransmission will trigger another ACK from receiver

+ Size of packet buffers
— At transmitter

+ Buffer holds un-ACKed packets

+ Stop transmitting if buffer space an issue

— At receiver

+ Buffer holds packets received out-of-order
+ Stop ACKing if buffer space an issue

* Choosing timeout value: related to RTT
— Too small: unnecessary retransmissions

— Too large: poor throughput

* Delivery stalled while waiting for miSSiﬁg packets

6.02 Spring 2011

halang [

Lecture 21, Slide 55

CDF of RTT over VeriTon Wireless 3G Network

ot

Cumulative probability (CDF)

lancelet.caida.org to anala niste qIF/Pu e ) _
rtt median-filtered — e e pi
packet loss ; T gl
- AT A
i o it i
ioh 1]
s / Mean > 1.5 seconds A
Vi / Std dev > 1.5 seconds /
ge \/0[ Mil{}‘r / If we pick timeout
ail (/ of 6 seconds, then L+
o ! P(spurious rxmit) is
about 3%.
A
,'
Tine (ENT: T BT W} R e
2000 4000 6000 RTT value (ms)
Lecture 21, Slide #7 02 Spning 2011 Lech 1. Siide 43
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RTT Can Be Highly Variable

Pogpd,

{
Estimating RTT from Data Disfbbiay

* Gather samples of RTT by comparing time when ACK arrives
with time corresponding packet was transmitted

— Sample of random variable with some unknown distribution (not
Gaussianl)

b, (T Lo

/
/ w cles
4 / \[’dhm ¢ + {Chebyshev’s Inequatility tells us that for a random variable X
o / with mean_p and finite variance g2 ? ;

-1 //\/\ /Y o 1 €[ malon

gliiy rob(|X - u|z ko s—-

] PG 1 woll byl [ g
E — To minimize the chance of un.necessa:y retransmissions — pack

o0 /41

2

1 2 3 4 L L] ? L] 1]

b ikt e A S YR S A

Example from a TCP connection over a wide-area wireless link
Mean RTT = 2.4 seconds; Std deviation = 1.5 seconds!

€.02 Spring 2011

Exponential Weighted Moving Average (EWMA)
LPF Frequency Response

s_ﬁﬁlplc +{1-a)*srtt
50 0ﬂ ‘r ]/UIUQ a

49 mb

Lo 1 Dol

srit - a rtt
QL mogk

JE——

o8}

06}

04f

W aeh (oms

Lecture 21, Slide 56

, @W

wasn'’t lost, just the round trip time for packet/ACK was long —
we want our timeout to be greater than most observed RTTs.
So choose a k that makes the chances small...

We need an estimate for p and o

Oxpund by g ft of 0=
(et e [826)

bl

Lectirer 21, Slide 510

Response to One Long RTT Sample

1 g by e T

W1

3

g =1b

Responds too quickly?

V@/‘( Seagh e



RTT changes from 1 to 2

What 1,

% (oo 1
b plag

a=0.1

Doesn’t respond quickly enough? ((

a=0.5

6.02 Spring 2011 Lecture 21, Slide #13

Throughput of Stop-and-Wait

= We want to calculate the time T between successful deliveries
of packets. Throughput = 1/T.
1—-—-_/—

* We can't just assume T = RTT since packets get lost

— Suppose there are N links in the round trip between sender and

receiver @d;m{@ L"!IA b4 I‘wu[

- — If the per-link probability of losing a pé.ckct is p, then the
probability it’s delivered over the link is (1-p), and thus the PML@!" & [pgi’
probability it’s delivered over N links is (1-p)™.
S S gt o f é
— So the probability a packet/ACK gets lostis L = 1 — (1-p)™. emxyu 2 n
= Now we can write an equation for T:

T =(1-L)* RTT + L-(timeout +T)

pate fely) A l—P)
r : d v={
S Faﬂ‘o :- P

Lectre 21, Slide 51

= RTT+—L~timeout
1-L

r\
[ '
£.02 5 011 J meh(M
{ 0F Tk

Timeout Algorithm

EWMA for smoothed RTT (srtt)

— srtt «— a*rtt_sample + (1- a)*srtt

— Typically 0.1 = @ < 0.25 on networks prone to congestion.
TCP uses «=0.125. /

» Use another EWMA for smoothed RTT deviation (srttdev)
— Mean linear deviation easy to compute (but could also do std

deviation) gl vile 9{ J; 00
— dev_sample = |rtt_sample — srtt
— srttdev < B*dev_sample + (1- 8)*srttdev,
!
— timeout = srtt + k-srttdev 5’}?“‘3‘11 M G{ [5:}‘/
- k=4forTCP

— Makes the ’(Eajl probability” of a spurious retransmission low
6.02 Spririg 2011 C@ﬂ}ﬁ/n@ﬂ[/{, hﬂoi’ /ebﬂr‘ﬁwlf' Eﬁfgfeuf}téy&u
g b ! , B
o |0(5ﬂ\f((0vb fetarsmif) = gpat 7

* Retransmit Timeout

Bottom Line

* Suppose RTT is the same for every packet, so timeout = RTT

£ oy pacel Jylos

T= RIT +———RIT =——RIT € xadt{y )LL( Eg@’}mt
N
Throughput = I-L_ (L —p)
RIT  RIT

« If we can transmit 100 packets/sec and the RTT is 100 ms,
then, using stop-and-wait, the maximum throughput is 10
packets/sec.

— Urkl Onl of the capacity of the channel.

— We need a Better reliable transmission pro'tocol...
next time: sliding window protocol

6.02 Spnrg 2011 Lecly Slide 516

(
0" pob of sucess o all @ Hops



(.07 Relafi

(5 Lo

(9u\osﬂ i '/'Asfmh/r)
me A WB 3 o [ dimaed
Veed o sd  an atk

Vo Shpt-Wark \a/ofa @
~ il To gt o

b@( Iﬁawm &gﬂe%”'& g e (677) Al abeys
(gud 6ol (Q]L/Q/r,mzs& o T ot ((QIO) o = ATT
Bt/l' (‘UT C\M{’L C)/(/qmgg
Don{' rart o osef R bo i - L/c// Clod I/

| / dUQ (dle pad@f5 lh

(D Uawr all By ofbhe —vewnle fm  |gfue))

1129

gti‘[ hase  n L\nﬂé

W | dan 5 bt‘h

fondhc Levibrer A | bebs



@ oh ks duly
6) Mt 15 8T
RIT = ‘%( fn ’%
Y B B
faty ek

A ‘m (ea,l Z%(’ g
ol
f % e eak d ey

+ ’TP M(L 1@(0(63'95;/19 71/'”{
t Popugablpn ol

Sl quesk G e
T el of gl s nf 0
L) \N(/Qf\ W}” Po\fllells 5% Lt
~Noed Modo| for how f)aolefs gaf [os)-
oay Poch gob o o sl b wf prob ':ﬁ

~ Ve c)mp(t rodyl

~ G0 what P(ﬂoss) of QAH/@ % data P"ﬁ‘é

~ Ul la ol (<t
\“% M ok (ogh
e

o

- Wowes) = | - 000y



4
[V'J ‘{ol‘ul # hgp}

g W
~dah i@ adlk

JVFUO“’) 2 F[ﬁvce';&) t[[__,o)t\/
C) —n\f()l/jlm/w‘l

_ poper
“Wed twe T o ok hoge @HTay f)
~ot emuHY RTT
~Sine M,«. mosT- 6?/[50 /lﬂo}vdz peeded fg{fqngméabz’an)
TTERT N loses ottur

“'T—'[U\T :f he  losstm [({dfa ar ad«)
~T= Plocen) (AT + Plloss ) (.. . )

wiat goes -
he "

%

[@TO rT)
T anofle *;AL T
* @i aigul

})f(M T o bl sl Shle
Pllos
- KT ¢ ———l)} i

p/% (%)



¢

n(ofg\ﬂpv‘]’ ~ —.I[j

U-}H =4 T)'lfbv h u+
Hay Theag A,M-f b rafe

=
d%@\(c i {qgf’ ( €C;\1€L‘H44 b} vvw Jast
‘}/]1(0%‘/{’ 51\0‘/1({« be

b—p ——9—9
i

bisfl

0 bife/e

™
nax 'f]r\(wg\\f\f" ) Tott |

palit-

0\) What P JW WL{m&f/ (ml@/( -

Notei 4 Dok gl ad e Fabon by B pedot

—_—




9

ﬂM&, M}*@A 57 /MM

Nate :_\ﬂ = 9713 }ol{iLﬁ/S(ic B % LL!)/bec
510 N

b) AR
oo o LE WS gy

L(zﬂ(k m}@ Lt(r )AL”’J /56(

Ack PCodleas

6 .‘ (Q{%o}w
' PJOMF, [\M O 5, #
Ads (e et ¥

BUL wlmL rnL (eo}%f \\_LQQ& 40#‘ Sen/d P@ﬂﬂ Z:l{r'

E\/Gn 'lr\ SEer k/d/‘L]L“ pax)ﬂ/ﬁ CaA Le feOrdW&(,

¢ ch\ guts Slgod, & e we G, and coclgaf
Yo oclgal gk 40t deleed , den /
0 QO“H braleh - Mo (earden

o “(his J b KE m'tss‘m?
"
Wl

14 meg



‘ Chakett §
D@”+ [f%/& b \Jo d"/ﬂ

—(ald Ay Mg
“

7\. s 4
Miplmire T M Qi

CWH m’lm Crior *

=4
wﬁ (15 du :
ny fiod - offial
O/HL[ [)23 h]/“lji of{(@»[ ’Wﬁ
2{%

1%



(et ¢
o
- Oior i Dy
6 S
\
IR
5 X w9,
(e ot e Qe wl ol pude paw@
’ O(\ Y\Q‘! 5@4(“/19 @JO/'YWWE
72&/\ ﬁe bonle back drg
ﬁ/@ do oftr (e T \D

; '"”“/q}waﬁ e af o prabler

@on* (%}({e/ %f@[@f/ @%H@/ 7L¢M?
S b e

T
B ad | (

G ad l@iﬁg
Bowe

Rl)b C QOW\(J{ #(75 B



@
Meh of i Psef o5 10y
Lok af  golduos!

Lag ol
dnador of Tebatly »ady bt

" Mady foo Gomplex
W 7 el b e Lok buf,

W W olet T
U? Ut s “oh  dadks {lood

R
Lﬁ <l ok l)/ﬂL Sonds ety local /’4/@ el il
Oah  rade Ton ceonstuds intire e
o "—W Sends ﬁ; (ﬂvﬂaj fable




iNTRODUC

DIGITﬁL
T COMMUNICATION HasLe i
e
ﬁ-gﬂ'w“w 7 F\v.f"%;‘éll“ SYSTEMS

6.02 Spring 2011
Lecture #22

» Sliding-window protocol
« Sizing the window

CLW?Z ‘5/ 13 -4, Jowm

_ no:l_ CUﬂ‘I"}C{( V(, Lectire 22, Slide #1 .02 Spring 2011
5/!1 b ‘05# d?ﬂ&)m
e clag, pod Led

Solution: Use a Sliding Window

6.02 Spring 2011

Senders advances the window by 1
for each in-sequence ack it receives

— lLe., window slides

SENDER RECEIVER

Bt - oot ~ g dop padols

Improving Performance

Stop-and-wait protocol too slow
Throughput = 1 packet per RTT
1500 byte pkt, 100 ms RTT
throughput pegged at 15 KBytes/s

With packet loss & timeout,
throughput even lower

Solution: Use a wi

- Allo packets outstanding in the
network at once (W is called the
window size).

— Overlap transm ssions with ACKs

le‘iL 6110424 (v ée (
for MayTharaghyf

Sliding Window in Action

— So, idle period reduces ‘ Sndr
- Pipelin.ing
— More ‘{'\m } 'hn(q,ﬂ q'l— Onil.
* Assume that the window size, W,
fixed and known
— Later, we will discuss how one
might set it

Rcve

— W = 3 in the example on the left pl p2

€.02 Spring 2011 Lecnne 22, Slide 53 4.02 Spring 2011

W = 5 in this example

cha \J f)d&d@f)
0 ‘h,r\é&\j

Lechize

N



Sliding Window in Action

wirndndew2=63-7

Revr

pl p2p3

Window definition: If window is W, then max numbegr

unackngyljdged-puekets N w

This is a fixed-size sliding wmdow

el &5 okdwding

Sliding Window Implementation

Transmitter

— Each packet includes a sequentially increasing sequence number
— When transmitting, save (xmit time,packet) on un-ACKed list
= Transmit packets if lenfun-ACKed list) s window size W
— When acknowledgement (ACK) is received from the destination
for a particular sequence number, remove the corresponding
entry from un-ACKed list )
= PcriodjcallymCKed list for packets sent awhile ago
* Retransmit, update xmit time in case we have to do it again!
+ “awhile ago”: xmit time < now — timeout
Receiver
— Send ACK for each received packet, reference sequence number

- Deliver packet payload to application in sequence number order
« Save delivered packets in sequence number order in local buffer
(remove duplicates). Discard incoming packets which have already
been delivered {caused by retransmission due to lost ACK).
+ Keep track of next packet application expects. After each reception,
deliver as many in-order packets as possible.

6.02 Spring 2011 Lecture 22, Slide #5 4,02 Spring 2014 Lechae 7 i
I%qujf Sender Sender’'s window size = 5 R
ceally o Issues T}P =Y
\
\MM{'\,/ ~ « Timeout chosen as before.
e cia P»m et (ood dp Hoa + f stdoy
Lf ° | * Size of packet buffers y-y
b s‘n W — At transmitter ) ]’“ ¥ |0L£>|
l (, JTQ + Buffer holds un-ACKed packets cdse (e (W‘érﬂit)
\J Ll\’ ‘1% + Stop transwmmitting if buffer space an issue
{_ - At receiver
(Bb A A \_\W\ * Buffer holds packets received out-of-order
\ \ > 8. L : |
6 U'HP\&UW Stop ACKing if buffer space an issue C&lm( (m[ éﬂi ﬁcks ar 5
¢ 0 JE e Choosing window size W ﬂOTL ~nmL q}‘\j 4 Ecldl (amnw(,nl,3 8
O - Too sma.ll some links git-idle, throughput less than maximum E
( Q)k,Q:) — Too la.rge additional packets sit in queues, increasing Iatcncy =
?‘J ? without increasing throughput: — L H’ l
— Lost packets diminish effective window size (transmitter is
limiting itself, but packet is no longer in the network). RXMIT
6.02 i 7014 Lectre Slide # ‘ 2.0




\
Sliding Window: Handling Packet Loss

windeindowS 2-6

Sndr
Revr
.02 f:'!)!ir!;,: W0m Lectuie 22, Slide 49
r e
- HO»{ PO SCf L/ e
Setting the Window Size:
Apply Little’s Law
Host A Host B + If we can get “Idle” to 0, will neﬁ"m\L 4[0
achieve goal ) {_ ‘d
Sendp Nno t\ S v
\. + “N” = #packets in window
" o R . B = rate of slowest (bottleneck) link
*--'Q " * RTT = avg delay

If W= BRTT, path will be fully

utilized

— The “bandwidth-delay
product”

— Key concept in transport
protocols

6.02 Spring 2011 Lecture 22, Slide 511

Sliding Window: Handling Packet Loss

Timeout

1 23 45 6 7 8 910
Sndr T (EE ETE NN N D D

2

Revr

pl p3 ptpspb  p7 p8 p9pPlO p2

The receiver has to save packets 3 through 10 until packet 2
arrives, which will allow it to deliver packets 2 through 10 to the
application. Note that with this definition of the window protocol,
there’s no limit to the number of packets that might arrive out of
order.

6.02 Spring 2011 Lecture 22, Slide 210

(uleur s @ bir ~as long 05 & Laep Afk",ﬂ]

Throughput of Sliding Window Protocol

Goal: select W so that (slowest) links are never idle due to

lack of packets

— Avoid overfilling queues since that increases packet latency and,
if timeouts are triggered, possibility of spurious retransmissions.

f
+ Measured RTT includes queuing delay = RTT;, + Quuay ('/ég]L NMJQV
+ As Qquqy increases, so does W, which increases Qqqay, - T{O
ceal &T

 » Use B'RTTmin when calculating W
m 0 ensure bottleneck link is busy J b/ / (h
even if there are packet Ioss€s OML (Ao

ghtly larger th
+ total # of transmissions for successful delivery qm“ ]
=14+L(1+L(1+.)=1+L+L2+.., =1/(1-L) ¢
where L < 1 is the round-trip loss rate.
+ Max utilization is 1/throughput = 1-L
If there are no lost packets, protacol delivers W packets every
RTT seconds, so throughput L " F(Onf‘
— Maximum throughput is limited by rate of bottlene¢k link (B)

fichal m‘n@, |l que p # <oy Ll

i

— /
6.02 Spring 2041 Lide 212

ot bt Quae  [enghl T, (Gt fir T
o ORI Py, efe

e 22, §



Example sla/ A
ey 0% bvtes}’s ‘E.H
Sender Switch Receiver
Ny m‘ bytes/s /j i\ 10° bytes/s
- B L -~
Propagation delay  One-way propagation delay

=0 milliseconds = 10 milliseconds

Propagation delay  One-way propagation delay

=0 milliseconds = 10 milliseconds

Max queue size = 30 packets
Packet size = 1000 bytes

ize =
ACK size = 40 bytes Max queue size = 30 packets

Packet size = 1000 bytes

Example

Q: You would like to double the
throughput of this sliding
window transport protocol. To
do so, you can apply one of the
following techniques:

a. Double window size W “ W

b. Halve the pro&alg /mn delay ] g )[/,«,!

of the links

Initial sender window size = 10 packets

Q: The sender’s window size is 10 packets. At what
approximate rate (in packets per second) will the protocol

deliver a multi-gigabyte file from the sender to the receiver?

Assume that there is no other traffic in the network and
packets can only be lost because the queues overflow.

6.02 Spring 2011 Lecte 22, Slide 713

Beavtibul Dane Moves

R FAR

sin() Cos(d)  tmnlx) cot (<)
{{ %? | R ‘t\?’? @
Ixl x™e 13

%R T

“Shouldn’t that be —sin(x)?”

6.02 Sprine 2011 http:/ /verydemotivational. memebase.com /Ps=dancing

ACK size = 40 bytes C.
Initial sender window size = 10 packets

Double the speed of the link
between the Switch and /I, "3
Receiver.

For each of the following sender window sizes, list which of the
above technique(s), if any, can approximately double the
throughput: W=10, W=50, W=30.

6.02 Spring 2011
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84 i INTRODUCTION TG B
] DIGITAL
T COMMUNICATION
iHgasaL SYSTEMS

6.02 Spring 2011
Lecture #23

« Evolution of communication networks

o .
6.02 Spring 2011 H kw Lecture 23, Slide 51
Oz 36l (1130-%%)4k

N9 to{U'e/ f W

Advances in Electricity and Magnetism
(Late 18™and 19t centuries)

Oersted (Copenhagen): demonstrated electricity’ s ability to
deflect a needle

Sturgeon (London), 1825: electromagnet demo

Joseph Henry, 1830: 1-mile demo: current through long
wires, causing bell to ring!

Faraday (London), 1831: EM induction experiments
(induction ring), basis for motors

LQy‘i (Ifzﬁm PRETY J'ta[""‘t

&.02 Spring 2011 Lecture 23, Slide £3

{

Visual communications: The optical telegraph

+ Chappe (1763-1805), a “defense contractor”; 1st message successfully sent in 1794

+ 1799: Napoleon seizes power; sends “Paris is quiet, and the good citizens are content.”
+ 1814: Extends from Paris to Belgium & Italy

» 1840: 4000 miles, 556 stations, 8 main lines, 11 sublines, each hop ~10 km

+ Many “advanced” techniques: switching, framing, codes, redundant relays, message
acks, priority messages, error notification, primitive encryption!

gwﬂqrg(l; /hﬂdgkd 0 6“[’5 Lecture 23, Slide 42
Wﬂ{ﬂﬂ@ s Napolea;\
Volios Tenlyes Aed

The Electric Telegraph

* Cooke and Wheatstone,
Railroad Telegraph, 1837

._ ; Vise, +
R Goad
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Qﬂéoaﬁ
The Electric Telegraph (Samuel Mefse) Dots and Dashes Span the Globe

1852: First international telegram
Reuters establishes “Telegraph
News Network”
1858: Cyrus Field lays first
transatlantic cable

+ US President & Queen Victoria

exchange telegrams

« Line fails in a few months
1866: New cable & technology
developed by William Thompson
(Lord Kelvin)

Volsg ops & ctpeates
N Lorcy
g—a—g—= LA T
112 ~

-

1

Morse Code (1835-1837)
— 1838: demo’ d over 2
miles
— 1844: US- sponsored
demonstration between
Baltimore and
Washington DC

Lectire 21, Slide

bg (s6ik cmfmé |

Early Uses (cf. IM today!) Dots and Dashes Span The Globe

+ Communieations arms race in the Imperial Age
— No nation could trust its messages to a foreign power C, J ‘“ %ﬂ@
— 1893: British-owned Fastern Telegraph Company and the (W lﬂ{ 0s

French crisis in Southeast Asia
— 1914: British cut the German overseas cables within hours of

the start of WW [; Germany retaliates by cutting England’s
Baltic cables and the overland lines to the Middle East through

a

to a Telegraph Clerk (female):

"The tendrils of my soul are twined
With thine, though many a mile apart, 7 ‘%
»
i T

And thine in close-coiled circuits wind TR
Around the needle of my heart. b a4
g 0

"Constant as Daniell, strong as Grove,

Valentine by a Telegraph Clerk (male) :1;

Ebullient through its depths like Smee, Turkey

My heart pours forth its tide of love, Who or what are Daniell,

And all its circuits close in thee. Grove and Smee?! @ F ; _ .
2 3 + Strategic necessity: circumventing the tyranny of the
O tell me, when along the line telegraph lines owned by nation states

From my full heart the message flows,

What currents are induced in thine? ﬂ 1
One click from thee will end my woes." 9/'{ o ([ [

W

Through many an Ohm the Weber flew, @ "‘7 0 9ﬁ+ f\ed p‘f wiyes
And clicked this answer back to me, --

"I am thy Farad, staunch and true,

Charged to a Volt with love for thee."

Lecture 23; Slide 57 4.C2 Spring 2011 Lech ™3, Stide 438
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Wireless!

James Clerk Maxwell (1831-1879)
"... we have strong reason to conclude that light
itself -- including radiant heat, and other
radiations if any -- is an electromagnetic
disturbance in the form of waves propagated
through the electromagnetic field according to
electromagnetic laws." Dynamical Theory of the
Electromagnetic Field, 1864.

Heinrich Hertz (1857 - 1894)
— Mid-1880s: Demonstrated experimentally the wave
character of electrical transmission in space

Lecture 23, Slide 49

Wireless in Warfare

Airborne radio telephone,
post WW I

“Portable” radio, circa 1915

6.02 Spring 2011 Lecture 23, Slide 511

Wireless Telegraphy

Guglielmo Marconi

- 1895: 21’Emnemonstrates
communication at distances much
greater than thought possible

— Offers invention to Italian government,
but they refuse

— 1897: Demonstrates system on Salisbury
Plain to British Royal Navy, who becomes
an early customer

— 1901: First wireless transmission across
the Atlantic

— 1907: Regular commercial service
commenced

Lechure 23, Slide #10

In the Meantime, in the Wired World...

» The telegraph learns to talk

» Morse telegraph: no multiplexing
-~ Only one message sent/received at a time

+ Second half of 19th centliry: many researchers work on
improving capacity

+ Idea: send messages at different pitches
- Graham Bell - harmonic telegrapfi

— .
— Develops way to send different source frequencies by
adjusting current levels

freq, ditsn gl
é)@@é ~ s ﬂ{QJ(W 6\( fw’p

prig 2001 Lecture 23, Slide 517
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Mechanical Telephone Switch

Almon Brown Strowger (1839 - 1902)
- 1889: Invents the “girl-less, cuss-less” telephone
~ s system

The Telephone

Alexander Graham Bell

— 1876: Demonstrates the telephone at US Centenary
Exhibition in Philadelphia

e Medal ) LR TTTITE LTI
A, B, BSTROWGER.
ATUTOMATIO TELEPHONE TXCRANAE,

He. 447,818, Patented Mar. 10, 1891,
-

- Bell and Elisha Gray rush patents to USPTO, Bell first
by a few hours

— Bell offers to sell patents to Western Union for
$100,000, who refuse. Bell Telephone Company
founded 9 July 1877.

— 1878: Western Union competes using rival system
designed by Thomas Edison and Elisha Gray. Bell
sues and wins.

Tihtge @At it g oo e

O‘ILM“Y wotth 1 ( ML\M“T /”utuzt N ‘j\%‘((ﬂ/{
hetwad Connget Lk o
The Dawn of Packet Switching R

ARPA: 1957, in response to Sputnik

Paul Baran (RAND Corp)

— Early 1960s: New approaches for
survivable comms systems; “hot potato
routing” and decentralized
architecture, paper on packet
switching over digital comm links

Donald Davies (UK), early 1960s
— Coins the term “packet”

Len Kleinrock (MIT thesis): “Information
flow in large communication nets”,
1961

J. Licklider & W. Clark (MIT), On-line
Man Computer Communication

L. Roberts (MIT then ARPA), first
ARPANET plan for time-sharing
remote computers

Wernmranre es

L " :
& (;..a_f;— = e e o

“Ma Bell” and the Telcos

Bell’ s patents expire in 1890s; over 6000 independent Q‘(bJ[Q
operators spring up RN Y b
— 1910: Bell System controls 50% of local telephone market

— 1913: AT&T & U. S. government reach Kingsbus~Agreement: AT&T CJQ[JKQ'
becomes regulated monopoly while promising "universal" telephone

service QJ \] “\ Q&\

+ Long distance interconnection withheld as a competitive weapon

1950: Bell controls 84% of the local telephone access_ S(, @‘”f
market ' \\AJ . L

1984: Divesture of Ma Bell (Judge Greene) é ( CJQNM' \oo
1996: Trivestiture of AT&T Bell (AT&T, Lucent, NCR)" U ok M

2000s: The death of the classic wi[ed telephone

network q)}\ "(\Q N
&wkw\()

Lecture 23, Slide 715

L o
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ARPANET Initial Baby Steps

- 1967: Connect computers at key
research sites across the US using
telephone lines

- Interface Message Processors (IMP)
ARPA contract to BBN

— Ted Kennedy telegram on BBN
getting contract
+ Congratulations ... on interfaith

message processor” )
NJ' mferF U

BBN team that implemented bk e
the interface message processor

T HE ARPA NETwWORK

¥ nNepex

Cofnpa{k{ M (ﬁ 0+ FIGURE 6.2 Drawing of 4 Node Network

(Courtesy of Alex McKenzle)

6.02 Spring 201 Locture 23, Slide #17 6.0 Spnrg 2011 Leclure 2, Slide #18
n

September 1971 1970s: Internetworklgwg Develops
Cueryoe o Pacels

1970, ARPANET hosts start using NCP; first two + 1972: modified ARPANET email program
cross-countxy lines (BBN-UCLA and MIT-Utah)

“Hostile ove[r{ay atop telephone network

~UR W‘b}“\ﬁ nafuary

,« T

« 1972: French CYCLADES network — developed sliding
window protocol

« 1973: ARPANET becomes international

S

Lndorat
« 1973-75: Internetworking effort (Cerf, Kahn, et al.)
f) — Developed TCP and IP (originally intertwined) — TCP uses
sliding window

n@@ﬁlx bo (/n'ﬁ Jihoes

&O02 50 aara September 1971

i, Slide #19 5,02 Spring 2011 CMW{\L’)@ (__g Ihk{'ﬂ,‘k fl' Lecture 23, Slide 520



Handling Heterogeneity

* Make it very easy to be a node or link on the network (best-
effort)

* Universal network layer: standardize addressing and
forwarding —

* Switches maintain no per-connection state on behalf of end
points

..
d:&ﬁ e /L ment
Iﬂ%embb'twﬁ Wclus (LmklL (e,wll; E‘mw an;fln'y

- 1980s: Handling Growth wit
Topological Addressing 1w h,, otd,dfeg 3
+ Per-node routing entries don’ t scale well WP(Y o I

+ Solution: Organize network hierarchically
- Into “areas” or “domains”
— Similar to how the postal system works
— Hide detailed information about remote areas

* For this approach to work, node addresses must be
topological
—~ Address should tell network where in the network the node
is
— le., address is a location in the network

Ne  gen G o Q}\ones

g4 . Lectire 23, Shide 523

1970s: Internetworking

» 1978: Layering! TCP and IP

split; TCP at end points, IP in
the network

+ [P network layer: simple best-

effort delivery

« In retrospect: Packet switching

won because it is good enough
for almost every application
(though optimal for almost
nothing!)

6.02 Spring 2011

o-rwnd WS pRone L .

L SMIP WTIP ETF. ..

T uDs. ..

eharrel PRE

copper fhey rado ..

Lechure 23, Slide 522

Ideal Case: Classic “Area Routing”

Area 1 : Border routers

Are

Addresses are: 2.<xyz>  And one could have areas

&.0Z Spring 2011

within areas, etc.i"“(




IPv4 Example: Addresses & Prefixes ARPANET GEOGRAPHIC MAP, OCTOBER 1980

+ 18.31.0.82 is actually the 32 bit string
00010010 00111110 00000000 01010010

+ Routers have forwarding table entries of the form Address/
Mask, which corresponds to a prefix
- Range of addresses that use the route
——

. 18.0.0.0@&111(15 for all IP addresses in the range 00010010 e
00...0 to 00010010 11...1
+ Hence, “areas” may be of size 1, 2, 4, 8, ... (maxing out at 224
usuall
Y] 5 % 0{ 0\!@0\ Jwg s:rnun ciRcy.
M :
« Forwarding uses longest prefix match N ) ;
L S L Link-state routing
(NOTE: THIS MAP DO 1 ELL|TE CONNECTIONS)
NAMES SHOWN ARE AES

By LUt

€02 Spring 2014 j Lecture 23, Slide- 525 LR Honeywe” 516“‘ 23, Duger w1y

Class A [7, % &% 5{\”‘43 *L‘aéjtﬂL g(Towiwl ook
Class B [F. U5 %%
Class ¢ 18.246,) ¥

1980s: Rapid Growth 1990s
+ 1990: no more ARPANET [y

« 1982: US DoD standardizes on TCP/IP N M k e ({ {_ﬂ + 1991: WWW released (Berners-Lee) LS ﬂ{y;'& LA/]/{
+ 1984: Domain Name System (DNS) introduced 4 {1 + Mid-1990s: NSFNet gets out of backbone
« 1986: Congestion collapse episodes ‘ME, - Commercial ISPs take off

— Problems with bad timeout settings + BGP4: Path vector protocol between cormﬂrig ISPs, who

— Adaptive timers, TCP congestion control solution must yet cooperate

— Athena network file system congestion problems (bad + 1996-2001: .com bubble starts and bursts

timeout se cttings) L ' + 2000s: Internet now truly international; more non-PC devices
Cheare pory lpor fﬂ-ﬂ( ~hefupk  wald than PCs ¢ ’

* Solution _ « Wireless and mobility take off...

— RTT estimation using EWMA, timeout method / V&r M Hl CJM

— TCP congestion control

6.02 Spring 2011 Lecture 23, slide 527 6.02 Spring 2011 Lechure 23, Slide 223



Example Security Problem: Route Hijacks Some Big Challenges

» A largely mobile, wireless world

» In Feb 2008, Pakistani government wanted Pakistan
Telecom (PT) to block YouTube ¢C WGf M » Security: coping with errors and malice

— PT advertised its own host as the destination for YouTube's '
f[/l‘l Om/ @y

IE A ag CANEs Availability and reliability improvements

+ Misconfiguration causes this advert to propagate to PT's
ISP (PCCW, Hong Kong) '

+ PCCW sees that this advert is “more specific” than what it
has, so accepts
— Propagates to other ISPs, who also accept

« Soon, much of the Internet wasn't able to reach YouTube! : ; 4
during prime time

T whale bl s bullt o0 Frugd ~Grbdingt ol

Spring 2011 NQO/(L 1} 6}, OPD %{bﬁfi/\j ‘h':mr w23, slide 529 5.0 Sprivg 2011 Lecture 23, Slide 5

/q‘l/h@n\'{ac@?“w’\
%ﬂ/}t gl'q ’mfbw,] Mlﬂﬁf&h’/

+ Flexibility and evolution of the network

« Large-scale video, collaboration, and “network neutrality”
— 2010 factoid: Netflix consumes 21% of Internet bandwidth

6.0,

=



6.02 Spring 2011: PS10 https://scripts.mit.edu:444/~6.02/currentsemester/...

1of 16

To save your work, click the SAVE button at the bottom of this page. / L/{
You can revisit this page, revise your answers and SAVE as often as
you like.

To submit the assignment, click the SUBMIT button at the bottom of
this page. YOU CAN SUBMIT ONLY ONCE. Once the assignment has
been submitted, you can continue to view this page but will no
longer be able to make any changes to your answers.

6.02 Spring 2011: Plasmeier,Michael E.

PSet PS10

Dates & Deadlines

issued: Apr-27-2011 at 00:00
due: May-05-2011 at 06:00
checkoff due: May-10-2011 at 06:00

Help is available from the staff in the 6.02 lab (38-530) during lab hours
-- for the staffing schedule please see the Lab Hours page on the course
website. We recommend coming to the lab if you want help debugging
your code.

For other questions, please try the 6.02 on-line Q&A forum at Piazzza.

Your answers will be graded by actual human beings, so your answers
aren't limited to machine-gradable responses. Some of the questions ask
for explanations and it's always good to provide a short explanation of
your answer.

Problem 1.

The 802.11 (WiFi) link-layer uses @T_W&l@rotocol to improve
link reliability. The protocol works as follows:

e The sender transmits data packet k+1 to the receiver as soon as it
receives an ACK for data packet?(SeTluence numbers increment
by 1 for each successive data packet sent.)

e After the receiver gets the entire data packet, it computes various

05/04/2011 04:38 PM



6.02 Spring 2011: PS10 https://scripts.mit.edu:444/~6.02/currentsemester/...

things, including a cyclic redundancy check@). The total
processing time at the receiver for a data packet i€ T, and you may

assume that it does not depend on the packet size.

e If the CRC is correct, the receiver sends a link-layer ACK to the
sender. The ACK also incurs some processing time at the receiver.

The sender and receiver are near eac_h_ other, so you can ignore the
propagation delay. The bit rate i@@legabits/s, the smallest data

packet size 15540 bits, and the largest data packet size i@bits.
Assume that the siz€ of an ACK ig108 . Assume also that the
processing time required to process an ACK is one-half the time

required to process a data packet (i.e., iﬁequal 0 Tp/2). (These

numbers aren't the same as in the WiFi standard, but have been picked
to make the calculations easier.)

What is the maximum processing time T} that ensures that the protocol

will achieve a throughput of at least two-thirds of the bit rate of the link
in the absence of packet and ACK losses, for any packet size in the given

range? md-m 6{ J

1

(points: 1)

Problem 2. Sliding window utilization

The @ottlenesk (i.e., slowest) link on a network path between two

computers, A and B, has a bit rate oK1 Megabyte/S) and the round-trip
time (RTT) between the computers is b6 The queueing and

processing delays are negligible. You run tocol

b ceen the two computers to reliably send data;w a packet size of
500 bytes and a window size packets.
T L

A. What is the maximum utilization of the bottleneck link along this
path assuming no lost packets or ACKs?

20of 16 05/04/2011 04:38 PM
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3o0f 16

(points: 0.5)

B. Which of the following techniques will double thwf the
bottleneck link? Assume that no ?kets are lost.

A. Double the window size. :
B. Double the speed of the bottleneck link. 6,069& %{ (s {\_ﬂ/[t/{f
C. Halve the speed of the bottleneck link, ¥ e
D. Halve the RTT of the network path.
Te )
« 1
QTF

VHD = padd sige winder dlee - L2
4(!‘4(‘&”1

(points: 0.5)

0976 = @;
J

Problem 3. Fritter 06‘

Stunned by Twitter's success, Alyssa P. Hacker startr, a service

that thinks that 140-byte Twitter messages are-100 too many for the

next generation: Fritter messages are o ng. Fritter has a

simple request-response interface. The client sends a request (called a

frequest, which Fritter's Marketing person promptly trademarks), to

which the server sends a response (a fresponse, also trademarked). The

frequest fits in one 40-byte packet, as does the fresponse. When th ~
client gets a fresponse, it immediately sends the next frequest. —? 1’1?00&(/9 (

Alyssa's server is in Cambridge. Clients come from all over the world.

Alyssa's measure el the typical client as
having a(100 millisecond round-trip time (RTT) Jo the server.

Each client connects to Fritter, sends some number of unique frequests,
and after some period of frittering (their time) away, leaves. If a client
does not get a fresponse from the server to a particular frequest in a
timeout duration T, it assumes (correctly) that either the frequest or
fresponse were lost, and Tesends the frequest. It keeps doing that until
it gets a fresponse.

Voiwal  padel 55t

05/04/2011 04:38 PM
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A. Alyssa needs to provision the link bandwidth for Fritter. She hopes
to be wildly successful, and anticipates that at any given time, the
largest number of clients making frequests is 10000. What
minimum outgoing link bandwidth from Fritter will ensure that all
the fresponses for one round of frequests will be delivered before
the next round of frequests starts to arrive? Give your answer in
megabits per second.

U

(points: 0.33)

B. Suppose the probability of the client receiving a fresponse from the
server for any given frequest is p. What is the expected time for a
client's frequest to obtain a fresponse from the server? Your answer
will depend on p, RTT, and T. Give your answer (in seconds) when
p=0.8, RTT=0.2 seconds, and T = 1.0 seconds.

6

(points: 0.33)

C. Alyssa now wants to increase the rate at which each client is able
to get fresponses using a windowed protocol where the client can
send successive frequests while awaiting fresponses for earlier
ones. If the data rate from the server to the client is C=10000
bytes/s and the RTT (as before) = 100 milliseconds, what is the
smallest number of outstanding (i.e., awaiting a fresponse)
frequests that the client should make to achieve the highest
possiWume that no packets are lost.

Ly

(points: 0.34)

40f 16 05/04/2011 04:38 PM
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Problem 4. Timeouts

We discussed how a reliable transport protocol sender computes an
average round-trip time (RTT) for the connection using an exponential
weighted moving average (EWMA) estimator:

s(n) = o*r(n) + (1-a)*s(n-1),

where r(n) is the n'! RTT sample and s(n) the n'! smoothed RTT
estimate updated after r(n) arrives.

Suppose that at time 0, the initial estimate, s(0), is equal to the true
value, r(0). Suppose that immediately after this time, the RTT for the
connection increases to a value R >> r(0) (i.e., much larger than r(0))
and remains at that value for the remainder of the connection.

Suppose that the retransmission timeout value at step n, TIMEOUT(n),
is set to 2*s(n), and o = 1/8 (old TCP implementations used this method
for their timeout; modern TCPs use the linear deviation, as we studied in
class). Calculate the number of RTT samples before we can be sure that
there will be no spurious retransmissions. Note that your answer should

be an integer.

(points: 1)

Problem 5.

acknowledgment (ACK) saying "I got k" whenever it receives a packet
with sequence number k. Ben Bitdiddle invents a different method using
cumulative ACKs>whenever the receiver gets a packet, whether in

T not, it sends an ACK saying "I got every packet up to and
includipg L")where L is the highest, in-order packet received so far.

In the reliable transport protocolsé/glstudied, the receiver sends an

The definition of the window is the same as before: a window size
means that the maximum number of unacknowledged packets-is
Every time the sender gets an ACK, it may transmit one or more
packets, within the constraint of the window size. It also implements a
timeout mechanism to retransmit packets that it ang

50f 16 05/04/2011 04:38 PM
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the algorithm from class and pset.

Network assumptions: The protocol runs over a best-effort network, but
no packet or ACK is duplicated at the network ortmnklayers-

B — Coo
A. The sender sends a stream of new packets according to {the sliding

window protocol, and in response gets the following cumulative
ACKs from the receiver:

1234444444

S48 .l
Suppose thgt the sender times out and retransmits the first

unacknowledged packet. When the regeiver gets that retransmitted
packet, which of the following is thou can say about the
ACK,@, that jt sends?

a.a=5 VvV (i fuy

>5[ gd l
: g < a s‘?el *Qing/ 9\"4”

s
L

mQ@P“

o
A1l

(points: 0.25)

B. Is it possible for the sequence of cumulative ACKs given above to
have arrived at the sender even when no packets were lost en route
to the receiver when they were sent?

OM\ Al lost '« —no
6\((;\/@{ b of ordi bt Tua # ol be | Fre

(points: 0.25)

C. A little bit into the data transfer, the sender observes the following
sequence % (%umulative ACKs sent from the receiver:

21 22 23 25 28

1
The wind%df size i@ packets. What packet(s) should the sender
transmit upon receivi of the ab ACKs, if it wants to
me number of ﬁ-nacknowledged packets?
N o v A
b Uy 7{0/ Cah

What has it Seut o fs ﬂé‘w: 5// (onfosid
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Y,

(points: 0.25)
D. Give one example of a situation where the cumulative ACK protocol

gets higher throughput than the sliding window protocol described
in class and the pset.

[/\/LM Paclets wt ot gder  dud /I'IL Cﬂ/’lﬂe’fe)
A lwg@ aduh

/ W
(points: 0.25) (o0 ey 4T

7

vl
L9

X

by gt — e T
Problem 6. Windows and queues Vi 4 {&Mf{ bl 2';/

A sende@ and received communicate reliably over a series of links
using a stiding window protocol with some window siz€, W packets. The (Ob?/

path between S and R has@@g@k (i.e., one Tink whose rate

pounds the throughput that € € achieved), whose data rate is C =
1000 paciets/second. When the window size i@ the queue at the

bottleneck link is always full, with Q data packets in it. The round trip

time (RTT) of the connection between S and R during this data transfer
with window size W is T = 50 milliseconds, including the queueing
delay. When the queue size is 0, the RTT of them
milliseconds. There are no data packet or ACK losses, and there are no
other connections sharing this path.

What is the value of Q? L‘[,H(Cj Lal//

(points: 1)

Introduction to Python tasks
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In this lab, you will develop the core logic of the @d
@1&13%5. These two classes implement the functions of a
reliable data transport protocol between sender and receiver that
delivers packets reliably and in order to the receiving application. The
sender and receiver are connected over one or more network hops via
nodes of the Router class. You don't have to worry about how routing

and forwarding work in this lab. e
Tovp bR

’

This lab has two tasks. You will write the code for the main components
of a@rvd@d a Sl@ﬁ:’%(mh fixed
window size). Your code will involve both the semdi receiving
sides of the protocol.

You can run the Python programs for this lab using the python
command line; this lab will not work in IDLE.

To understand the different parameters in NetSim for this lab, go to a
shell and enter:

# python PS10_1.py -h

# python PS10_2.py -h
The programs take the following options:

{i 0ss_proB causes both data and ACK packets to be lost on each link
th the specified Loss_proB, which must be a number between 0 and
1. The default per-link loss probability is 0.01.
-b BOTTLENECK_RATE specifies the rate of the bottleneck link between
nder and receiver, in packets per time slot. It should be between
0 and 1 (defaultis 1).
° @OUEUE_SIZE specifies the queue size at each node for each link
(default is 10 packets). —
o/-gjruns the program with the GUI, useful for debugging.
siMTIME sets the number of time slots in the simulation (default is
000).
ogfguns the program in "verbose" mode; in this mode, the program
ints out a line whenever the sender gets an ACK, the receiver ,
application gets a packet, or a packet is dropped on a link. —Nwe

In addition, for the sliding window protocol, the following option is
important:

‘@JINDOW_SIZE sets the window size (in number of packets); the
maximum number of unacknowledged packets sent by the sender
must not exceed this window size setting.

05/04/2011 04:38 PM
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This lab has two main tasks that implement two different reliable
transport protocols. Each task has a few sub-tasks. You will test these
implementations on the test topology that will be generated when you
run the corresponding task files.

Debugging and Testing Procedures

At any point in the simulation, when you run the programs with the -g
option, you can click on the sender, node S, to see an estimate of the
round trip time (RTT) to the receiver (R) and the current timeout being
used by the sender. Clicking on R will show the current throughput at
the receiver measured at the number of useful (i.e., unique and
in-order) packets passed up to the application per time slot, as well as
the total number of spurious (duplicate) packets received. We will judge
the quality of your transport protocol by the throughput printed at the
end of the simulation, and also by the RTT measurements displayed at
the end.

If your protocols work correctly, two things should happen:

¥ N@s. Neither the receiver nor the sender should "hang" --
i.e., the protocol should not deadlock with both sides waiting for
something to happen.

2.cIn-ordePdelivery. The receiver should not print an error message
and terminate the program. That will happen if your protocol
delivers an out-of-sequence packet to the receiving application in
the app_receive Callm

If the protocol is correct (i.e., no deadlocks and only in-order delivery),
then the only potential problems that might remain are performance
problems: the protocol may be unacceptably slow or unexpectedly
sluggish. Obviously, we want your protocol to come as close as possible
to the theoretically expected performance. The performance metric of
interest is the receiver throughput, measured in packets per time slot.
By default, the receiver throughput is printed by the programs only at
the end of the simulation, but if you use the -v (verbose) option, it will
be printed roughly every 100 time slots (more precisely, it is printed
the first time the receiver application gets a new in-order packet at least
100 time slots since the last such event). Note that if you want to
extract only the throughput numbers in the verbose mode, you can use
the grep utility, running a command such as:

python PS10 2py -w 12 -1 0.02 -v | grep throughput

In addition, you can, and probably should, initially run the program
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with the GUI on for debugging, and click on the sender (S) and receiver
(R) in the GUI to view useful information about the pérformance of your
implementation. G A

To help debug your code, you can print out your own debug statements
whenever a significant event occurs at the sender or receiver. You can
also see the total number of pending packets at various nodes on the
bottom panel of the simulator; if this number is persistently in the
hundreds, then very likely something is wrong, especially if the window
size is much smaller than the number of pending packets.

You can use the( ;1/0ption to test both the correctness and the
performance of your protocols at different link loss rates. Note that both
packets and ACKs will get lost, and the value set is the per-link packet
loss probability.

Another test worth running (which we may do during check-off) is to
introduce variable cross-traffic into the network. You can do that using
the -x option, setting a value between 0 and 1 as the rate of the cross
traffic on the bottleneck link. Note that cross-traffic will both take away
from the link bandwidth available for your data transfer, and will make
the round-trip times more variable.

In this lab, each data packet and ACK are the same size, 1 time slot
long. Each link sends one packet per time slot. Hence the maximum
possible throughput of the protocol is 1 packet per time slot; because of
packet losses and cross traffic, you won't achieve that maximum, but
your goal should be to maximize throughput while providing reliable,
in-order delivery.

Please note: In both tasks below, please use the variable names srtt for
the estimate of the smoothed RTT, rttdev for the estimate of the mean
linear RTT deviation, and _timeout for the sender's retansmission timeout
value. These variables should be members of the ReliableSenderhode class.
All these quantities will of course vary with time in your protocol, and
you will write the codefo maintain these values. By using the variable
names as mentioned here, the debugging and diagnostics information
obtained when you click on the sender node will be correct (the
diagnostics code assumes that these variables exist).

)

¢

Note: This lab is best done either after reading the notes for the 4‘5 a Iwa/;\s
transport protocol lectures, or in conjunction with reading them.

Python Task #1: Stop-and-wait protocol
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Useful download links:

PS10 netsim.pv -- network simulator (modified for this lab)
PS10_1.py -- template file for this task

The stop-and-wait protocol works as follows:

e Each data packet includes a ufique sequ mber, derived
from a counter that is incremented for each new data packet (see
the lecture notes, § 20.2). Each data packet also includes a
timestamp giving the time at which the data packet was

until it receives an ACK from the receiver. You may use p.start to set
and view the time at which a packet p was sent.

e In each time slot the sender's reliable send method is called. This
method decides what packet tosend, if any. It has two choices:
o If there is a saved data packet, the sender should check to see
if self.timeout slots have pasiei_s__mgg the transmission by
compaﬁng‘th’e‘ current time with the timestamp of the saved

of 6/1/7

sender should not retransmlt the packet OI‘Q

Save d

o If there is no saved packet, the sender should increment the
sequence number counter and send a new data packet,
remembering to also save the data packet pending the receipt
of an ACK.

e When a data packet arrives at the receiver, the receiver's
reliable_receive method is called in the code provided to you. This
métihod, which you will write, should send art ACR to the sender
(i.e., to the address specified in the source field of the received
packet). The ACK should include the sequence number and
timestamp of the received data packet. The method should then
deliver the data packet to the application by calling the app_receive
method. Note that that if an ACK is lost, the receiver mme'
the same packet more than once and must take steps to ensure only
one copy of the packet is delivered to the application (see §20.2.2)
Note that app_receive maintains the setf.app_seqnum instance variable,
which indicates the sequence numb@r of the last packet packet to
be delivered to the application. self.app_segnum+1 should be the
sequence number of the next packet to be delivered to the
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application. This instance variable may be useful in your code;
please feel free to use it. The "time" value passed to the call to
app_receive should be the time at which the function is called, not the
time at which the packet being passed to app_receive originally
arrived (for out-of-order packets, the two times won't be the same).

e When an ACK arrives at the sender, the sender's process ack method
is called by the code provided to you. process_ack should clear the
saved packet, indicating that the next call to reliable send is free to
send the next data packet. It should also call the calc timeout method
to compute the ACKed packet's round trip time and update the
value of self.timeout, using the formulas described in §20.3 of the
lecture notes (or something better, if you can improve on that).

In this task, you will implement the following functions in
ReliableSenderNode:

reliable_send(self, time)
This function, invoked every time slot at the sender, decides if the
sender should (1) do v_n_g_t_:ﬁhﬁingr, (2) retransmit the previous data
packet due to a timeout, or (3) send a new data packet. timeis the
current network time measure in time slots. Please use tﬁend_pkt
can be used to build and send a data packet -- see the definition of
this function in psie_1.py for details about the calling sequence.
send_pkt also returns the packet it transmitted, so it can be saved
until an ACK for it arrives.

cueat i t[()cu/LL fc;ebf?q,,ﬂ

process_ack(self, tié , acknum, timestamp)
The code provided to you invokes this function whenever an ACK
arrives. time is the network time when the ACK was received, acknum
is the sequence number of the packet being acknowledged, and
timestamp 1S th_g‘s_ender's timestamp that is echoed in the ACK. This
function must call the calc_tineout function described below, among
other things.

calc_timeout(self, time, timestamp)
This function should be called by your process_ack method to compute
the most recent data packet's round trip time (RTT) and then
recompute the value of self.timeout.

In ReliableReceiverNode please implement:

reliable _recv(self, sender, time, seqnum, timestamp)
The code provided to you invokes this function at the receiver upon
receiving a data packet from the sender. You can use the send ack

12 of 16 05/04/2011 04:38 PM



6.02 Spring 2011: PS10 https://scripts.mit.edu:444/~6.02/currentsemester;...

13 of 16

method to build and transmit the ACK packet.

Note: If you introduce additional instance variables in the sender or
receiver, you should add the appropriate initialization code to the reset
method for the class. a —

The template code we have provided has additional comments that you
may find helpful; please read them.

After writing the required functions, run the protocol for a few different
link loss rates. Observe the throughput; click on the sender and observe
the RTT and timeout estimates. These observations will help you answer
the lab questions for this task.

When your code is working, pleease submit it on-line:

Up_load coder fo; Task 1:

| Browse... |

(points: 10)
Run the following (you may use the -g option if you wish):
python PS10 _1.py -1 .04

What is the throughput of your protocol? Looking at the reported srtt
and timeout, can you come up with a model and explanation for why
your throughput is as observed? Note that the per-link loss rate in this
experiment is 0.04, and that the number of hops in the %‘;ﬁ@}i\s B

()7 Yot w1 2 T QT

(points: 1)

If we reduced the number of hops between sender and receiver, and
kept everything else unchanged, would the throughput increase or
decrease? Explain your answer.
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(points: 1)

If we changed the timeout to be a little smaller than the RTT, would the
throughput @ase or reduce? Explain your answer.

j pokaly T

(points: 1)

Python Task #2: Sliding window protocol
Useful download links:

PS510_2.py -- template file for this task
PS10_runsliding.sh -- script file for questions
PS10_prac-theory.py -- python plotter for questions

The sliding window protocol extends the stop-and-wait protocol by
allowing the sender to have multiple packets outstanding (i.e.,
unacknowledged) at any given time. In this protocol, the maximum
number of unacknowledged packets at the sender cannot exceed its

window size, and is specified on the command line of the program with

th@tion (default is 1). The window size is available a@
S

Upon receiving a packet, the receiver sends an ACK for the packet's

sequence number as before. The receiver then buffers the received

packet and delivers each packet in sequence number order to the

application. Check out §20.4.2 of the Iecture notes to understand the
semantics of the protocol and how it works.

In this task, you will implement the same functions that you did for the
previous task, but with the necessary modifications to handle window
sizes bigger than 1. A naive way of implementing the receiver will be to
throw away all out-of-order packets, but this approach will have low
throughput. A better strategy will be to creat¢a buffer and deliver
packets in order to the application.

AP,
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You should copy over the cate_tim ot function from the previous task; if
you implemented it correctly; then it won't have to change. When you
run your code with a window size of 1 (which is the default), you must
get the same throughput as you did in the previous task; this will serve
as a necessary (but not sufficient) sanity check for the correctness of
your sliding window protocol.

The template code we have provided has additional comments that you
may find helpful; please read them.

After writing the required functions, run the protocol for various values
of the window size ranging from 1 to 20, and also vary the link loss rate.
Observe how throughput dependson window size and think about out
reasons for the observed throughput. These observations will help you
answer the lab questions for this task.

When your code is working, please submit it on-line:

Upload code for Task 2: , /
1 Browse... |

(points: 10)

Experiment with the sliding window protocol for a per-link loss rate of
0.02 (-1 0.02) and a topology with 5 hops between sender and receiver
(-n 5), for various window sizes. What is the smallest window size at
which the throughput reach its maximum possible value? What is the
maximum value in your protocol? Note that you can set the window size
using -w. You may want to come up with a reasonable initial guess for a
good window size and go from there to the right answer.

W’J ?9\5‘[ W’?,JIS g‘?} [[;l(gge

!
7 |9t68 W-—L( )"-%6 Lt(o 577 [‘67

. 4 g
(points: 1) (P. );L{’)r 3 .41 20

As you increase the window size from this smallest value, what happens
to the RTT? Why? {7 @
- 1 3200 -
Z o 16,5 %
3 10 ( 57 (8.
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. . \

(points: 1) \J/ fof  gony {0 woltle  Dn h/,ﬁla;@

Now let's experiment with 6 hops between sender and receiver (the

default setting) and a window size of 16 (-w 16). PS10_runsliding.sh is a Zé«{ M
shell script that runs PS10 _2.py with various per-link loss rates. You can

use the following commands to capture that output in a file and use ga Jw
PS10_prac-theory.py to produce two plots, one showing the throughput /)

as a function of loss rate ("experiment") and the other showing (1 - loss (
rate)**12 ("theory" -- recall from lecture that this number is the h) &Vﬂ% (0
estimated throughput when there's no variation in the RTT).

csh PS10_runsliding.sh >data “ w ﬂu
python PS10_prac-theory.py data O(l\ \l ¢ (

Please save the plot as a PNG file and then upload your PNG file using
the following input field.

Upload PNG file for Task 2: L./
Browse... |

(points: 1)

You can save your work at any time by clicking the Save button
below. You can revisit this page, revise your answers and SAVE as
often as you like.

' Save |

To submit the assignment, click on the Submit button below. YOU
CAN SUBMIT ONLY ONCE after which you will not be able to make
any further changes to your answers. Once an assignment is
submitted, solutions will be visible after the due date and the
graders will have access to your answers. When the grading is
complete, points and grader comments will be shown on this page.

| Submit |

05/04/2011 04:38 PM
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INTROBUCTION TO BECS Il
DIGITAL
COMMUNICATION
; SYSTEMS

6.02 Spring 2011
Lecture #24

* Wrap-up
* Your feedback

Wep op (o

6.02 Spring 2011 Lecture 24, Stide 71

Reliability
« Digitization G'L[Oﬁrﬂmh 0( r\c(ro—voH (55>

* Error detection
— Gaussian noise models, predicting BER
— CRC, checksums
— Parity, block codes, convolutional codes
» Error correction
— Single-error correction in block codes
— Viterbi algorithm: maximum-likelihood decoder
+ Reliable sharing via media access control
+ Best-effort packet switching ( oA ¢]l e -h,
— Retransmission to recover from dropped packets 99 5" -/“‘
~ v Approaches to reliability i @J
= Redundancy fll
— Detect failure, invoke recovery mechanism
— Accurate models — simulation

defend mjmh (’mlrfs

6.02 Speing 2011 Lecture 23, Side 53

¥
Application | Source Encoding | l Source Decoding I

) £
Transport l Packets: seqnum, ACKs, timeouts & retransmit |

Al
T Routing./ < n\IH:L\M‘h
Forwarding
| MAC Jgkafﬂt‘ —
4

Gz 3 4 (96 B

QUCVC:'

Molvl‘t“) g infett+
' What We Built

% Chawt! %

Link . | Channel Cod'ng | Error Correction I
LPF LPF
Phy (%) (x)
Channel L] [ ]
6.02 Spnng 2011

(CUu &]lr;aﬁ 5## [’gﬁk’/

Sharing & Scalability

+ Dedicated links are impossibly expensive
+ Time-division multlﬁ)'n_ng—;—g}m e Swa‘ gy
- Contention protocols for bursty traffic
« Frequency domain
— Spectrum sharing by bandwidth-limited signals
— Modulation/demodulation
- Filters
» Network-level sharing
- MAC protocoTsT’FD‘MA, contention)
- Best-effort packet networks, queues
- €S

_
+ Scalability

— Use local mechanism instead of global mechanism
A
|
dt& natspen] woh Hoe  0n
.07 S’“’%%J(L C{U”;

Ay

{'otle ot
by (G

Sliding window
EWMA

Entropy
Huffman
LZW

Distance-vector
Link-state

TDMA, Contention
Little's Law

CRC, Parity
Block codes

\(.-lnt:lfbl( g f‘ JF{EJ‘/’&M(
Digitization —hfﬁ*h, ’&

Modulation

LTI systems
ISI & Deconvolution

iy o1 P

U/ n (ﬂnéh(ﬂt
(C

(oueo;t By i

Lecture 24, Shige &4



6.02

E(S

{-a&

6.02 ¢

Approach

Understand tools and techniques

— Concepts and principles

— Labs =
— Small problems (calculations, analysis)

Begin to understand trade-offs

— The essence of all engineering systems

— Science, art, or a mix?

- Principles and tools matter, as do intuition and experience

Spring 2011 Lecture 24, Slide 35

3

W EECS Ideas

Signals and systems

— LTI, superposition, unit-sample response, frequency response,
modulation

Algorithms, centralized and distributed

— Viterbi decoding, shortest paths (Dijkstra), distance vector
(Bellman-Ford), compression (Huffman, LZW)

Computer systems

— Protocols, abstraction and modularity, layering
Applied probability

— Continuous-domain probability (PDF & CDF): bit errors

— Discrete-domain probability: MAC protocol analysis

— Basic queueing models: packet switch sharing analysis
Methods: design, simulation, experimentation

b Ay fle adsoy abot P &t Pom“)

bﬁ Lecture 24, Slide 57

y

Trade-Offs

+ A number of techniques — how to apply them and make
them work together?

* Reliability: apply redundancy in creative ways to build f
reliable systems out of unreliable components | “ h ‘tdo{{, ® M }é

+ Sharing: reduce the amount of resources consumed

* Scalability: hide information, reduce amount of state to
be managed

4,02 Spning 2011 Lecture 24, Slide &5

9 Mo ;/l

Discussion
+ Which activities worked well?
Lectures
Recitations

Labs: did they help you undcrstand the material? Were they
interesting?

Lecture notes?

Online psets: how effective?

Tutorial problems & problems at end of chapters?
Were the quizzes fair?

« Did we cover too much? Too little?

+ Would you like to be an LA in a future term?

l 6.02 Spring 2011 Lext
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