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MASSACHUSETTS INSTITUTE OF TECHNOLOGY
Department of Electrical Engineering and Computer Science
6.034 Artificial Intelligence
Fall, 2011
Recitation 3, Thursday, September 29
Game trees, minimax, & alpha-beta search Prof. Bob Berwick, 32D-728

1. Minimax search in a game tree.
Notation: Let SV denote the ‘static value’ or ‘worth’ of a particular game state/board position. SV(state)
returns the static value of the game state. These are the numbers we give you as the leaf nodes in the game search
tree. They are generally in the perspective of the current player. Here is the minimax algorithm:
e Ifthe limit of search has been reached, return the static value of the current position relative to the
appropriate player.
e Otherwise, if level is a minimizing level, call Minimax on the children of the current position, and report
the MINIMUM of the results.
o Otherwise, if level is a maximizing level, call Minimax on the children of the current position and report

the MAXIMUM of the results.

Or in (somewhat wordy) pseudo-code:
function max-value(state, depth)

1. if state is an end-state (end of game) or depth is 0
return SV(state)

2. v = -infinity

3. for s in get-all-next-moves(state)
v = max(v, min-value(state, depth-1))

4. return v

function min-value(state, depth)
1. if state is an end-state (end of game) or depth is 0
return SV(state)
2. v = +infinity
3. for s in get-all-next-moves(state)
v = min(v, max-value(state, depth-1))
4., return v

Let’s try minimax out on the following game tree, and figure out the line of play as well for the top-most player,
the Maximizer:

Maximizer

Minimizer

Maximizer

S U PE JE G

What is the value that minimax returns here at the topmost, maximizer node? What is the line of play?




2. Alpha-beta search. Now let’s think about this game tree some more. Consider the static value at the left-most
minimizer node in the tree above. It is 6. Now, how was that computed? What happens if we change the fourth
static evaluation from the left, containing a 6, to something lower, like 0?7 What if we make it something much
higher, like 1000? Does the minimax value at the left-most minimizer node change as a result?

This result suggests that we can avoid ever computing the static evaluations of some game positions — a good
thing, since this is expensive, in general. The upshot what is called alpha-beta search.

Alpha-beta search is simply an efficient form of minimax that gets the same result (evaluation at top and line of
play) but with often (far) fewer static evaluations.
» Basic idea: track best move’s value so far during minimax search, from perspective of both the maximizer
and the minimizer
e For the Maximizer, that value 1s Alpha (goal: make it LARGE) — this is the guaranteed best that

Maximizer can get (a guaranteed lower bound on the maximum value)

o For Minimizer, the value is Beta (goal: make it SMALL) — this is the guaranteed best that Minimizer can
get (i.e., lose, a guaranteed upper bound on the minimum value)

o Initially, alpha= —infinity; beta = +infinity; so this is initially a range [alpha, beta] = [-infinity, +infinity].
As we search the tree, this range should narrow such that alpha=beta, and the values should never cross
(see pruning below)

¢  Pruning:

— When the Minimizer is examining its moves, determining beta, if any are less than or equal to alpha
(worse for Maximizer), then the Minimizer’s parent, the Maximizer, would never make that move because
the move that yielded alpha is already better — so the Minimizer can abandon this node! (In other words: cut-
off if ever beta < alpha)

— When the Maximizer is examining its moves, determining alpha, if any are greater than beta (worse
for Minimizer) then the Maximizer’s parent, the Minimizer, would never make that move because the move
that yielded beta is already better — so Maximizer can abandon this node! (In other words: cut-off if ever
alpha < beta)

Remember this: Maximizer calculates alpha; Minimizer calculates beta; cut-off if alpha ever crosses beta or
vice-versa.

Pseudo-code (here SV = ‘static value’ of a node)
function max-value (state, depth, alpha, beta):
1. if state is an end-state (end of game) or depth is. 0 then

return SV (state)

2. v = —infinity # initial ALPHA value for node -7
3. for s in get-all-next-moves(state) Ct ko Cv%bﬁbﬁ

v=max (v, min-value(state, depth-1, alpha, beta)
alpha = max(alpha, V)
if alpha 2 beta then # alpha-beta cutoff!
return alpha # exit from loop immediately q.

return v

function min-value(state, depth, alpha, beta):
1. if state is an end-state (end of game) or depth is 0 then

return SV (state)
2. v = +infinity # initial BETA value for node

3. for s in get-all-next-moves (state)
v=min (v, max-value (state, depth-1, alpha, beta)
beta = min(beta, V)
if alpha 2 beta then # alpha-beta cutoff!
return beta # exit from loop immediately

4, return v

Initially we set Alpha and Beta to their worst-case values: Alpha= —infinity (or some very large negative value),
and Beta=+infinity.



Note 1. In the code the Minimizer loop returns the value for Beta (remember, it’s setting the upper bound, the
worst case for the minimizer), while the Maximizer loop returns the value for Alpha (it is setting the lower
bound, the worst case for the maximizer).

Note 2. The loops over daughters of a node are cut-off if ever alpha exceeds beta or vice-versa. Repeat the
mantra after me: ALPHA CAN NEVER BE GREATER THAN BETA (OR VICE-VERSA) IN ALPHA-
BETA SEARCH.

Note 3. The Alpha (conversely Beta) values are related as we move from level to level in the game tree: the Alpha
(resp. Beta) values are passed up to be used at the next level in the minimax tree to become the refined Beta (resp.
Alpha) bounds at the next level. What is the reasoning here? For example, assuming initial Alpha, Beta values of,
say, —/+infinity, then if the Maximizer can set Alpha to be equal to, e.g., 100, we know that from the Minimizer’s
point of view one level above, the Minimizer can do no worse than this, so Beta at this level may now be
decreased from +infinity to, tentatively, 100 (thought their loss might wind up being even less). In other words, if ]
(the maximizer) am guaranteed to win $100, then my opponent (the minimizer) cannot /ose more than this amount
so far (they might wind up losing less, as other parts of the tree are explored). One person’s ceiling is another
person’s floor (as the song goes).

So now let’s see how all this works and now alpha-beta search can save us effort with static evaluations in some
cases. Let’s go through the same minimax tree as before (so we should get the same answer!), but using alpha-beta
pruning. Let’s pay careful attention to how the values of alpha and beta are narrowed down, as well as how they
are passed both up the tree (as return values) and down the tree. The first snapshot shows just the initialization of
alpha, beta and diving down to the first static evaluation node on the left, at the bottom. Step numbers are shown
inside dotted circles. Since this is a maximization node, we (tentatively) set Alpha to be 6 (it might get larger, since
we are maximizing):

MAXimize alpha

update alpha
return alpha
@ =—inf MINimize beta
p= +inf -~ update beta
/ return beta

u=-:mf,..6'1 _ _ ( MAXimize alpha
ji= tlljf \\ ' update alpha

return alpha

LS



Steps 3-4: Carrying on, as shown just below, we evaluate the right-most sister of the bottom node, with a static
value of 4. Since at this level we are maximizing (setting Alpha), this is smaller than the alpha value we have
already, of 6. So we now can set Alpha=6 for this entire node, shown as Step #4.

e MAXimize alpha

B= +inf update alpha
/Q\ return alpha

MINimize beta

o =—inf
B= +inf, update beta
' return beta
SN a=—inf, 6 | MAXimize alpha

~ i update alpha

wugmwuuuumw

a=—nf
B=+inf  p=+inf
oSy

WA

Steps 5-6: Now we are done with this MAXimizing subnode, so we can ret&r from the MAXimizing level at this
point, with Alpha=4, to the MINimizing level right above it. Since Alpha=4 recall this means that one level up, at
the MINimizing level, we can (tentatively) set Beta to 4, and this is shown as Step #5 below, along with arrow
indicating how the Alpha value has been transferred to its Beta value counterpart. (Note that the Alpha value at
this level is still =Infinity, because this value can only be updated by running minimax on the left above this one).
Finally, we can pass these values of o, B of (—inf, 6) to the down to the leaf nodes at the Maximizer level again,
shown as Step #6:

= —inf MAXimize alpha

B= -Hinf update alpha
A return alpha

MINimize beta

update beta

return beta

MAXimize alpha
update alpha
return alpha




Step 7, alpha-beta cut-off: OK, since we’re at a MAXimizing level, the static evaluation value of 8 at the left-
most node tells us that we can set a tentatively to 8. If we do that, we arrive at Step #7 as shown in the figure
immediately below. Note now that we have set a =8 and = 6.

DANGER DANGER WILL ROBINSON!! a is NOW GREATER than B !! Therefore, we can EXIT from this
MAXimizer call immediately without ever having to evaluate the node on the right with its static evaluation
of 6. (We have drawn a big “NO” symbol through this node. This static evaluation, and that of any other static
evaluation to the right underneath this maximizing node CANNOT NOT MATTER to the final result returned
here. Can you remember WHY? If you ever forget, just trying making the crossed out static value either very
small or very large, and you’ll see it makes no difference to the a value.)

MAXimize alpha

B= +inf update alpha
A return alpha

MINimize beta

update beta

return beta

MAXimize alpha
update alpha
return alpha

p=+inf p=+inf B=6 this value

) {3 % 6% does not matter;
e ot et why?



Steps 8-9: Note that the value returned from the MAXimizer search then is @ = 8. Now we’re back at the
MINimizer level, and have the job of setting B, so a = 8 at the MAXimizer level implies B = 8 for the MINimizer,
using the same reasoning as before. Taking the minimum of the two 3 values, 6 and 8, we can now fix =6, at Step
#8. Since =6 at this MINimizer level, this implies that the most that can be lost from this node is 6; therefore, the
minimum that can be gained at the next level up, the higher MAXimizer level, is at least 6, that is, (tentatively) o =
6. marked as Step #9, with f still at +infinity. We then pass the a = 6, = +inf values down one level.

MAXimize alpha
update alpha
return alpha

MINimize beta
update beta
return beta

MAXimize alpha
update alpha
return alpha

Steps 10-15: And now we can quickly roar through the rest of the tree, noting a final alpha-beta cutoff....note that
when the dust settles, we get the same returned value 6 for the game tree (and the same line of play) as we did
before with pure minimax, just as claimed — the line of play is always to the left down from the root node:

't Final returned value at MAXimize alpha
o =—mnts 6 Max node
o update alpha
= +inf a=06 P b

return alpha
(4 22BN NTNimize beta

0 =6 cut-off!!
N B= +nf,[4] update beta
X return beta
MAXimize alpha
update alpha

return alpha



How effective is alpha-beta pruning? In this case, in all, we saved 3 static evaluations via two cut-offs,
out of 8 possible static evaluations, about %2 of them. This turns out to be the theoretical best savings. It
depends on the order in which children are visited. If children of a node are visited in the worst possible
order, it may be that no pruning occurs. For max nodes, we want to visit the best child first so that time is
not wasted in the rest of the children exploring worse scenarios. For min nodes, we want to visit the worst
child first (from our perspective, not the opponent’s.) When the optimal child is selected at every
opportunity, alpha-beta pruning causes all the rest of the children to be pruned away at every other level
of the tree; only that one child is explored. This means that on average the tree can searched twice as
deeply as before—a huge increase in searching performance.
Note that the best case holds for the game tree above: at each of the last MAXimizer nodes, the leaves
below are ordered from maximum to minimum values, i.e., (6, 4) for the children of the first node; (8, 6)
for the second; (4, 0) for the next, and so on. More generally, we assume that the /efimost alternative is
always the best move, for al/l levels. Suppose the tree is d levels deep (excluding the static evaluation
layer), and has branching factor 5. Then one can show that in general the number of static evaluations s
needed is:

s =2b"—1 for d even

s=b"D? 4+ p@D2 _1 fordodd

In our case, d=2 and b=2, so the formula yields 2 x 2' —1 =4 —1 = 3 as confirmed. Note that the value in
both cases is reduced by the square root of the number of nodes in a full static evaluation, b,

Note that we can’t in general ensure that the static evaluations in a game tree are ‘optimistically’ ordered
in this way, because¢ that would involve evaluating the nodes, exactly what we want to avoid. For
example, suppose the order of the leaves of the tree above were the reverse: (2, 2); (0, 4); (6, 8); (4, 6).
You should see that alpha-beta search on this reversed order gives zero cut-offs, because at the bottom,
maximizer level the leaves are in ascending order under each maximizer node, so we have explore each
of them. This is the worst case when maximizing. (The converse is true when minimizing.)

There are several ways to obtain the information about how to order nodes. First, one can develop
heuristic methods that seem to do a good job of approximating such an ordering, sometimes thinking
about the particular game itself. Second, what is sometimes done is to use a ‘history heuristic’ to
remember what previous searches of the game tree, from previous moves (in the current game or in the
past) have led to strong alpha-beta pruning, and/or strong evaluations at the ‘root’ node, and then ‘hash’
code these so that if they arise again, they can be efficiently re-used.

Chess has seen the development of many, many other heuristic methods. Some of these are: (1)
transposition tables, or a hash memory of common, previously encountered board positions with
associated scores, regardless of how we got there; (2) refutation moves, that is, alpha-beta search until we
get at least a (sufficiently good) alpha value in response to the opponent’s play, but not necessarily the
best alpha-beta score; and (3) principal-variation moves (used with progressive deepening, see just
below).

Note that alpha-beta is basically depth-first search. So, apart from alpha-beta, a second method that is
commonly used in game tree searching is called progressive deepening, which is a way of embedding
this depth-first search into a breadth-first framework. (Otherwise, we might run out of time diving far
down into the tree and not have come up with a good sequence of moves to any level!) The way to do
this is to use the notion of iterative deepening: first set depth = 1 and solve this tree by alpha-beta. This



gives a principal variation set of moves, down to this fixed depth. Then we increment the depth by 1,
repeating the alpha-beta search starting from the line of play already established, and so on, until one
runs out of time, making sure that the move we first search on the next iteration at depth+1 1s the best
move we got from the search at the previous, shallower depth. Much more could be said about all of this
— see, e.g., Adriaan de Groot, 1965, Thought and Choice in Chess. Mouton & Co Publishers, The Hague,
The Netherlands. Second edition 1978. ISBN 90-279-7914-6, or, more recently, Chess Metaphors:
Artificial Intelligence and the Human Mind by Diego Rasskin-Gutman, MIT Press.

Some ‘state space’ sizes for game trees. Note the huge difference between checkers, chess, and Go.
Reference: H. Jaap van den Herik, Jos W.H.M. Uiterwijk, Jack van Rijswijck, Games solved: Now and in
the future, Artificial Intelligence 134 (2002) 277-311

Table 6
State-space complexities and game-tree complexities of various games

Id.  Game State-space compl.  Game-tree compl.  Reference
I Awari 1012 1032 [3.7]
2 Checkers 102! 103 [7.94)
3 Chess 1076 10133 [7.29]
4 Chinesc Chess 1048 10150 [7.113]
5 Connect-Four i L 10! [2.7]
6  Dakon-6 1013 1033 [62]
7 Domincering (8 x 8 1013 102 120}
8  Draughts 1030 103 17]

9  Go(l9x 19) 10172 10360 17]
10 Go-Moku (15 x 15)  10!%3 1070 17]
11 Hex (1l x11) 1037 1098 (90}
12 Kalah(6.4) 1013 1018 [62]
13 Nine Men's Morris 1010 10°0 [7 44
14 Othello 1028 10°8 17]
15 Pentominoes 10'2 10'% [85]
16  Qubic 1030 1o 17
I7  Renju (15 x 15) 10105 1070 (7]
I8 Shogi 107! 10226 [76]
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And finally, a quote to read and think about:

“With the supremacy of the chess machines now apparent and the contest of “Man vs. Machine” a thing
of the past, perhaps it is time to return to the goals that made computer chess so attractive to many of the
finest minds of the twentieth century. Playing better chess was a problem they wanted to solve, yes, and it
has been solved. But there were other goals as well: to develop a program that played chess by thinking
like a human, perhaps even by learning the game as a human does. Surely this would be a far more
fruitful avenue of investigation than creating, as we are doing, ever-faster algorithms to run on ever-faster
hardware.

“This is our last chess metaphor, then—a metaphor for how we have discarded innovation and creativity
in exchange for a steady supply of marketable products. The dreams of creating an artificial intelligence
that would engage in an ancient game symbolic of human thought have been abandoned. Instead, every
year we have new chess programs, and new versions of old ones, that are all based on the same basic
programming concepts for picking a move by searching through millions of possibilities that were
developed in the 1960s and 1970s.

Like so much else in our technology-rich and innovation-poor modern world, chess computing has fallen
prey to incrementalism and the demands of the market. Brute-force programs play the best chess, so why
bother with anything else? Why waste time and money experimenting with new and innovative ideas
when we already know what works? Such thinking should horrify anyone worthy of the name of
scientist, but it seems, tragically, to be the norm. Our best minds have gone into financial engineering
instead of real engineering, with catastrophic results for both sectors.” — Gary Kasparov, 2010 New York
Review of Books.
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Optimal Search

Now that Mark has his new stronghold, he wants to invade parallel universes. So Mark programs
his evil supercomputer to find the shortest path of jumps from his starting universe S to his goal
universe G.




Part B1 Branch & Bound search

First, Mark programs a simple branch-and-bound search with an extended list. As
usual, he breaks ties of equal length in lexicographic order. List the nodes Mark's computer adds to
the extended list, in order. Distances are shown next to edges. Ignore the numbers in parentheses
for this part of the problem. Extra space is provided below in case you want to show your work.

B ]

Remember: for B&B, f(n)=g(n) (total path length so far), and -
we sort the agenda by total path length.
(3SB)(4 SF)(14 SE)(100 S A)

(4SF)7SBD)(14SE)(100S A)
ete.

The answer 1s:

SBFDEHIG
The path found is:
SFHIG with cost 60

What path does Mark's computer find?

10



Part B2

Frustrated by branch-and-bound's speed, Mark reprograms his computer to use A*. Mark counts
the number of subspace anomalies between each universe and the goal and uses this count as the
heuristic for A* (these are the numbers in parentheses). List the nodes Mark's
computer adds to the extended list, in order. Extra space is provided below in case you want to
show your work. REMEMBER: For A*, f(n)=g(n)+h(n)= total path length + heuristic value at that node.
We have done the calculation of f for the first nodes away from S on the fi rstage.T

What path does Mark's computer find now?

Part B3

Mark is confused. Give a brief but specific explanation of what happened and why.
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Massachvsetts Institvte of Technology
6.034 Artificial Intelligence, Fall 2011
Recitation 4, Thursday, October 6

Constraint Satisfaction Prof. Bob Berwick, 32D-728

Constraint satisfaction algorithms that we have learned about:

1.

DFS with Backtracking (BT). No constraint checks are propagated [“Assignments only”]. One variable is
assigned a single value at a time, and then the next variable, and the next, etc. Check to see if the current partial
solution violates any constraint. Whenever this check produces a zero-value domain, backup occurs.

DFS with Backtracking + Forward-checking. A variable is assigned a unique value, and then only its neighbors
are checked to see if their values are consistent with this assignment. That is: assume the current partial assignment,
apply constraints and reduce domain of neighboring variables. [ Check neighbors of current variable only”].

DFS with Backtracking + Forward-checking + propagation through singleton domains. If during forward
checking you reduce a domain to size 1 (singleton domain), then assume the assignment of the singleton domain
and repeat forward checking from this variable. (Note that reduction to a singleton domain and repeated forward
checking might lead to yet another singleton domain in some cases.)

DFS with Backtracking + Forward checking + propagation through reduced domains (this is also known as:
Arc-consistency, AC-2, since it ensures that all pairs of variables have consistent values). Constraints are
propagated through all reduced domains of variable values, possibly beyond immediate neighbors of current
variable, until closure. [“Propagate through reduced domains”; also called “Waltz labeling”]

1. Map coloring — comparing Backtracking (BT) with Forward-checking+propagation through singleton domains.

(a) How long will it take to color (two adjacent states cannot have the same color) the following map with 4 colors with
just Backtracking (BT)?

19
I ]

1[2]3]4ls]6][7]8]9]10]11]12]13]14]15]16]17] 18]

Assume that:

Color the states in the order they are numbered.

Use R(ed), G(reen), B(lue) and Y(ellow) in the given order & then in rotation, starting with R; i.e., when you
finish assigning Y, start again with R

Assume that coloring a single location takes 1/100 second

Draw the shape of the search tree for BT: (we have started it for you):

BT will therefore take seconds



(b) How many seconds will Forward checking+propagation through singleton domains take on the same map?

FC+prop through singletons will take seconds.

(c) Can FC+propagation through singletons finish the map below quickly? Why or why not? What about AC-2?
(Propagation through reduced domains.)

4 5|E6 7;
3 8
2 i
Sl s b
1 J 10 |
' 1|
| R
| |
. ' 12
' Bl
13 |
A e
14!15i16---- 49 | 50 |
ey - ;

Suppose we proceeded not from square #1 to #53 but from #53 to #1.  Would our result now change? What principle
of efficient constraint propagation does this illustrate? Are there any other principles of efficient constraint propagation
that you can think of?



2. Converting problems into constraint propagation form

“Paul, John, and Ringo are musicians. One of them plays bass, another plays guitar, and the third plays drums. As it
happens, one of them is afraid of things associated with the number 13, another is afraid of Apple Computers, and the
third is afraid of heights. Paul and the guitar player skydive; John and the bass player enjoy Apple Computers; and the
drummer lives in an open penthouse apartment 13 on the thirteenth floor. What instrument does Paul play?”

How can we solve this problem? Try it yourself first, by any means you care, then we’ll see how to do it by — ta-da! —
the magic of constraint propagation! (You might want to think about constraints when you solve it, and what the
constraints are.)

What are the constraints? How might they be represented? We want to use the facts in the story to determine whether
certain identity relations hold ore are eXcluded. Here is our notation: assume X(Peter, Guitar Player) means “the
person who is John is not the person who plays the guitar.” Further, this relation is symmetrical, so that if we have
X(Peter, Guitar Player) then we also have, X(Guitar Player, Peter). In this notation, the facts become the following (of
course all the symmetrical facts hold as well):

X(Paul, Guitar Player)

X(Paul, Fears Heights)

X(Guitar Player, Fears Heights)
X(John, Fears Apple Computers)
X(John, Bass Player)

X(Bass Player, Fears Apple Computers)
X(Drummer, Fears 13)

X(Drummer, Fears Heights)

GO Ouih B L0 1D

Now we can represent the possible relations implicitly by means of entries in tables, and use constraint propagation. An
X entry in a table denotes that the identity relation is excluded, and an / denotes that the identity relation actually holds.
We can then use three tables, one to represent the possible identities between people and instrument players; one to
represent the possible identities between people and fears; and a third to represent the possible relationships between
instrument players and fears.



1. X(Paul, Guitar Player)
2. X(Paul, Fears Heights)
3. X(Guitar Player, Fears Heights)
4. X(John, Fears Apple Computers)
5. X(John, Bass Player)
6. X(Bass Player, Fears Apple Computers)
7. X(Drummer, Fears 13)
8. X(Drummer, Fears Heights)
People Instrument Player
Bass Player Guitar Player Drum Player
Paul
John
Ringo
People Fears
13 Apple Computers Heights
Paul
John
Ringo
Instrument Fears
Player .
13 Apple Computers Heights

Bass player

Guitar player

Drum Player

How do we do constraint propagation in this system? Note that we can deduce rules like the following to fill in the
three tables:

1. If all but one entry in a row are X, then the remaining entry is /.
2. If you know I(x,y) and X(y,z) then you may conclude X{(x,z).

Question: what property of the world does this last constraint rule capture?

What other rules do we need?



Optimal Search

Now that Mark has his new stronghold, he wants to invade parallel universes. So Mark programs
his evil supercomputer to find the shortest path of jumps from his starting universe S to his goal

universe G.




Part B1 Branch & Bound search

First, Mark programs a simple branch-and-bound search with an extended list. As
usual, he breaks ties of equal length in lexicographic order. List the nodes Mark's computer adds to
the extended list, in order. Distances are shown next to edges. Ignore the numbers in parentheses
for this part of the problem. Extra space 1s provided below in case you want to show your work.

" Remember: forﬁB&B, f(iﬁi)zg(ﬁ)“(mt_(_)tal'path- lengtﬁ SO fag,"and
we sort the agenda by total path length.
(3SB)4SF)(14 SE)(100 S A)
(4SF)7SBD)(14SE)(100 S A)

glLe.

The answer is:

SBFDEHIG
The path found is:
SFHIG with cost 60

What path does Mark's computer find?




Part B2

Frustrated by branch-and-bound's speed, Mark reprograms his computer to use A*. Mark counts
the number of subspace anomalies between each universe and the goal and uses this count as the
heuristic for A* (these are the numbers in parentheses). List the nodes Mark's
computer adds to the extended list, in order. Extra space is provided below in case you want to
show your work. REMEMBER: For A*, f(n)=g(n)+h(n)= total path length + heuristic value at that node.
e = __We have done the calculation of f for the first nodes away from S on the first page.

Remember: We sort the agenda by total path length.
(53 SB)(54 SF)(70 SE)(160 S A)

(54 SF)(57SB D)(70 S E)(160 S A)
(57SBD)(59SFH)70 SE)(160 S A)
(57SBDID(59S FH)(70S E)(160 S A)

(59 SFH)67SBDIG)(70 SE)(160 S A)
50-SFHH(67SBDIG)(70 SE)(160 S A) [Why???]
(67SBDIG)70SE)160S A)

Path: S B D I G, length= 67, which is non-optimal.
Compute the fvalues in F, H, I and let's see why this
happens... remember, f values should be monotonically
increasing on each path, e.g., S-F-H-I, are they?

What is the term for this?

What path does Mark's computer find now?

Part B3
Mark is confused. Give a brief but specific explanation of what happened and why.




Problem 1:Games

Part A: Working with a maximally pruned tree (25 points)

For the following min-max tree, cross out those leaf nodes for which alpha-beta search would
not do static evaluations in the best case possible (minimum number of static evaluations,
maximum pruning of nodes to be statically evaluated).

izmaw(/ , ééh; Dok 7n

Now
{ 7n
MIN Ot |

pin (> 0 (Y 9 2)

MAX '2':n
m (s, SlotoroR0




Part A2

What 1s the final value returned by the alpha beta search in the best case possible for the given
tree? Express your answer as the simplest function of the static values of the leaf nodes (e.g. take
n to be the static value at the leaf node labeled n). Your function may contain operations such as
max and min.

Part A3

What constraints ensure best case possible (minimum static evaluation) for the given tree? State
your constraints as inequalities on the static values of the leaf nodes.

Part A4

Suppose your static evaluation function, S(node), is modified as follows:

S'(node) = 42 x S(node) + 1000. (If S(node) = 1, S'(node) = 1042)

Would your answer for Part Al be the same for all possible S(node) values? - @ @%\
Suppose your function were \I | &;L (QﬂﬁL e 6\[\’* \‘
S’(mode) = - 42 x S(node) + 1000.

Would your answer for Part A1 be the same for all possible S(node) values? Yes @
[ ¥ ;
N el (fgy
Vol oy @lﬁ GIY



Problem 2: Time Travelers' Convention

The MIT Time Travel Society (MITTTS) has invited seven famous historical figures to each give a
lecture at the annual MITTTS convention, and you've been asked to create a schedule for them.
Unfortunately, there are only four time slots available, and you discover that there are some
restrictions on how you can schedule the lectures and keep all the convention attendees happy. For
instance, physics students will be disappointed if you schedule Niels Bohr and Isaac Newton to
speak during the same time slot, because those students were hoping to attend both of those
lectures.

After talking to some students who are planning to attend this year's convention, you determine
that they fall into certain groups, cach of which wants to be able to see some subset of the time-
traveling speakers. (Fortunately, each student identifies with at most one of the groups.) You write
down everything you know:

The list of guest lecturers consists of Alan Turing, Ada Lovelace, Niels Bohr, Marie Curie,
Socrates, Pythagoras, and Isaac Newton.

1) Turing has to get home early to help win World War 11, so he can only be assigned to the
1pm slot.

2) The Course VIII students want to see the physicists: Bohr, Curie, and Newton.

3) The Course XVIII students want to see the mathematicians: Lovelace, Pythagoras, and
Newton.

4) The members of the Ancient Greece Club wants to see the ancient Greeks: Socrates and
Pythagoras. ‘

5) The visiting Wellesley students want to see the female speakers: Lovelace and Curie.
6) The CME students want to see the British speakers: Turing, Lovelace, and Newton.

7) Finally, you decide that you will be happy if and only if you get to see both Curie and
Pythagoras. (Yes, even if you belong to one or more of the groups above.)



Part A (5 points)

That's a lot of preferences to keep track of, so you decide to draw a diagram to help make sense of
it all. Draw a line between the initials of each pair of guests who must not

S
P



Part B (15 points)

You decide to first assign the time slots (which conveniently happen to be 1, 2, 3, and 4 pm) by
using a depth-first search with no constraint propagation. The only check is to be sure each
new assignment violates no constraint with any previous assignment. As a tiebreaker, assign a
lecturer to the earliest available time slot (so as to get them back to their own historical eras as
soon as possible).

In the tree below, Alan Turing has already been scheduled to speak at 1 pm, in accordance with
constraint #1. Continue filling in the search tree up to the first time you try (and fail) to assign a
time slot to Isaac Newton, at which point you give up in frustration and move on to Part C in
search of a more sophisticated approach.

T 1

10



Part C (20 points)

You're not fond of backtracking, so rather than wait and see just how much backtracking you'll
have to do, you decide to start over and use depth-first search with forward checking
(constraint propagation through domains reduced to size 1). As before, your tiebreaker is to
assign the earliest available time slot.

T 1

11



What is the final lecture schedule you hand in to MITTTS?
1 pm:
2 pm:
3 pm:

4 pm:

Part D (10 points)

Now, rather than backtracking, you're concerned about the amount of time it takes to keep track of
all those domains and propagate constraints through them. You decide that the problem lies in the
ordering of the guest list. Just then, you get a call from the MITTTS president, who informs you
that Alan Turing's schedule has opened up and he is now free to speak during any one of the
four time slots.

 Armed with this new information, you reorder the guest list to maximize your chances of
quickly finding a solution. In particular, which lecturer do you now assign a time slot to
first, and why?

12



Constraint Satisfaction

Massachvsetts Institvte of Technology
6.034 Artificial Intelligence, Fall 2011
Recitation 4, Thursday, October 6

Solutions

Berwick, 32D-728

Constraint satisfaction algorithms that we have learned about:

1

DFS with Backtracking (BT). No constraint checks are propagated [“Assignments only”]. One variable is
assigned a single value at a time, and then the next variable, and the next, etc. Check to see if the current partial
solution violates any constraint. Whenever this check produces a zero-value domain, backup occurs.

- DFS with Backtracking + Forward-checking. A variable is assigned a unique value, and then only its neighbors

are checked to see if their values are consistent with this assignment. That is: assume the current partial assignment,
apply constraints and reduce domain of neighboring variables. [* Check neighbors of current variable only”).

. DFS with Backtracking + Forward-checking + propagation through singleton domains. If during forward

checking you reduce a domain to size 1 (singleton domain), then assume the assignment of the singleton domain
and repeat forward checking from this variable. (Note that reduction to a singleton domain and repeated forward
checking might lead to yet another singleton domain in some cases.)

. DFS with Backtracking + Forward checking + propagation through reduced domains (this is also known as:

Arc-consistency, AC-2, since it ensures that all pairs of variables have consistent values). Constraints are
propagated through all reduced domains of variable values, possibly beyond immediate neighbors of current
variable, until closure. [“Propagate through reduced domains”; also called “Waltz labeling”]

1. Map coloring — comparing Backtracking (BT) with Forward-checking+propagation through singleton domains.

(a) How long will it take to color (two adjacent states cannot have the same color) the following map with 4 colors with
Jjust Backtracking (BT)?

19

1234567891011121314151617@

Assume that:

Color the states in the order they are numbered.

Use R(ed), G(reen), B(lue) and Y(ellow) in the given order & then in rotation, starting with R; i.e., when you
finish assigning Y, start again with R

coloring a location takes 1/100 sec R G B Y—

7R ‘

Draw the shape of the search tree for BT: /V\“\\
G B Y R e
/N\
B Y R G I 3

7 s,

41W%SG B S

BT will take on the order of 4" / 100 seconds. e LI

The search has a branching factor of 4, and for the above map, a depth of 15, since blocks 1-4 are assigned R-G-B-Y.

(b) How many seconds will Forward checking+propagation through singleton domains take on the same map?



FC+prop through singletons will take 0.2 seconds.

“R” is selected for square #1; this reduces the possible values for squares #2 and #19 to {G,B,Y}. Then square #2 is
selected, and the next color in the rotation, G, is picked. This reduces #3 to the colors {R,B,Y} AND #19 to {B,Y}.
#3 is then assigned B, and so #4 is reduced to {R,G,Y} and #19 to just {Y}. #19 is now a singleton, so Y has been in
fact assigned to 19 so that this constrains square #4 to just {R,G}. Next, #4 is assigned R (the next color in the rotation
after Y- remember, Y was just used), and so #5 is constrained to be {G,B,Y}, etc. (the rest continues down the line to
square #18). About 20 colors are assigned, which takes about 20/100 = 0.2 sec.

(c) Can FC+propagation through singletons finish the map below quickly? Why or why not? What about AC-2?
(Propagation through reduced domains.)

4 |5 6 7
3 8
2 9
5159
] 10
11
12
53
13
R o 49 | 50

Forward checking + propagation through singletons takes years (one must back up to square 14); because the
colors available for 51, 52, and 53 are not reduced to 1, there is no propagation to their neighbors when they are
checked.

Forward checking + propagation through reduced domains (AC-2) takes years as well; there is propagation, but
the pairwise checking allows both yellow and blue for 51, 52, and 53, so there is no early backup, but then, at the
end of the search, there are only 2 colors available for three states.

Suppose we proceeded not from square #1 to #53 but from #53 to #1.  Would our result now change? What principle
of efficient constraint propagation does this illustrate? Are there any other principles of efficient constraint propagation
that you can think of?

Yes, both would finish in under a second. These examples are instances of the “use the most constraint first”
idea.



2. Converting problems into constraint propagaﬁon form

“Paul, John, and Ringo are musicians. One of them plays bass, another plays guitar, and the third plays drums. As it
happens, one of them is afraid of things associated with the number 13, another is afraid of Apple Computers, and the
third is afraid of heights. Paul and the guitar player skydive; John and the bass player enjoy Apple Computers; and the
drummer lives in an open penthouse apartment 13 on the thirteenth floor. What instrument does Paul play?”

How can we solve this problem? Try it yourself first, by any means you care, then we’ll see how to do it by — ta-da! —
the magic of constraint propagation! (You might want to think about constraints when you solve it, and what the
constraints are.)

What are the constraints? How might they be represented? We want to use the facts in the story to determine whether
certain identity relations hold ore are eXcluded. Here is our notation: assume X(Peter, Guitar Player) means “the
person who is John is not the person who plays the guitar.” Further, this relation is symmetrical, so that if we have
X(Peter, Guitar Player) then we also have, X(Guitar Player, Peter). In this notation, the facts become the following (of
course all the symmetrical facts hold as well):

X(Paul, Guitar Player)

X(Paul, Fears Heights)

X(Guitar Player, Fears Heights)
X(John, Fears Apple Computers)
X(John, Bass Player)

X(Bass Player, Fears Apple Computers)
X(Drummer, Fears 13)

X (Drummer, Fears Heights)

DO v, g Gdi 1R i

Now we can represent the possible relations implicitly by means of entries in tables, and use constraint propagation. An
X entry in a table denotes that the identity relation is excluded, and an / denotes that the identity relation actually holds.
We can then use three tables, one to represent the possible identities between people and instrument players; one to
represent the possible identities between people and fears; and a third to represent the possible relationships between
instrument players and fears.



1. X(Paul, Guitar Player)

2. X(Paul, Fears Heights)

3. X(Guitar Player, Fears Heights)

4. X(John, Fears Apple Computers)

5. X(John, Bass Player)

6. X(Bass Player, Fears Apple Computers)

7. X(Drummer, Fears 13)

8. X(Drummer, Fears Heights)

Instrument Player
Bass Player Guitar Player Drum Player
Paul~ X X I
John X | X
Ringo 1 X X
Fears
13 Apple Computers Heights
Paul X I X
John I X X
Ringo X X I
Fears
13 Apple Computers Heights

Bass player X X I
Guitar player I X X
Drum Player X I X

How do we do constraint propagation in this system? Note that we can deduce rules like the following to fill in the
three tables:

1. If all but one entry in a row are X, then the remaining entry is /.

2. If you know I(x,y) and X{(y,z) then you may conclude X(x,z).

If two names pick out the same thing (are identical), then they must share all the same properties.
What other rules do we need?

3. If you know X(x,y) & X(z,y) then you may conclude X(x,z)

4. If you know X(x,y) & X(x,z) then you may conclude X(y,z)



Problem 1:Games

Part A: Working with a maximally pruned tree (25 points)

For the following min-max tree, cross out those leaf nodes for which alpha-beta search would

not do static evaluations in the best case possible (minimum number of static evaluations,
maximum pruning of nodes to be statically evaluated).

MAX sgh=n_ 3141 =max(n,r,s)
Yast -.- >n (by- c2)
18 :=max(n,j)=n by C3.

£7 smin(n,p)=n
MIN s f[nax rs S <

13 i=n 13 ‘. i

0 O i o
._ —max(r,s) C2. prune if prune if
KAk nz= max r S n 2]

MAX2 "’"
() (D
0000900000

*s
-

'-4:‘ Cl.p=n *%.¢ 91

Yant c...o

| Part Al

Now, list the leaf nodes at which alpha-beta would do static evaluations in the best case possible.

‘ s A -




Part A2

What is the final value returned by the alpha beta search in the best case possible for the given
tree? Express your answer as the simplest function of the static values of the leaf nodes (e.g. take
n to be the static value at the leaf node labeled n). Your function may contain operations such as
max and min.

Part A3

What constraints ensure best case possible (minimum static evaluation) for the given tree? State
your constraints as inequalities on the static values of the leaf nodes.

Cl.p=n
C2.n=max(r,s)orrn=sANDn=r
C3.nz=j

Part A4

Suppose your static evaluation function, S¢node), is modified as follows:

S'(mode) =42 x S(node) + 1000. (If S(node) = 1, S'(node) = 1042)

Would your answer for Part Al be the same for all possible S(node) values? No
Suppose your function were

S'(mode) = - 42 x S(node) + 1000.

Would your answer for Part A1 be the same for all possible S(node) values? Yes



Problem 2:Time Travelers' Convention

The MIT Time Travel Society (MITTTS) has invited seven famous historical figures to each give a
lecture at the annual MITTTS convention, and you've been asked to create a schedule for them.
Unfortunately, there are only four time slots available, and you discover that there are some
restrictions on how you can schedule the lectures and keep all the convention attendees happy. For
instance, physics students will be disappointed if you schedule Niels Bohr and Isaac Newton to
speak during the same time slot, because those students were hoping to attend both of those
lectures.

After talking to some students who are planning to attend this year's convention, you determine
that they fall into certain groups, each of which wants to be able to see some subset of the time-

traveling speakers. (Fortunately, each student identifies with at most one of the groups.) You write
down everything you know:

The list of guest lecturers consists of Alan Turing, Ada Lovelace, Niels Bohr, Marie Curie,
Socrates, Pythagoras, and Isaac Newton.

1) Turing has to get home early to help win World War II, so he can only be assigned to the
Ipm slot.

2) The Course VIII students want to see the physicists: Bohr, Curie, and Newton.

3) The Course XVIII students want to see the mathematicians: Lovelace, Pythagoras, and
Newton.

4) The members of the Ancient Greece Club wants to see the ancient Greeks: Socrates and
Pythagoras.

5) The visiting Wellesley students want to see the female speakers: Lovelace and Curie.
6) The CME students want to see the British speakers: Turing, Lovelace, and Newton.

7) Finally, you decide that you will be happy if and only if you get to see both Curie and
Pythagoras. (Yes, even if you belong to one or more of the groups above.)



Part A (5 points)

That's a lot of preferences to keep track of, so you decide to draw a diagram to help make sense of
it all. Draw a line between the initials of each pair of guests who must not share the same time slot.

This diagram is repeated on the tear off sheet.




Part B (15 points)

You decide to first assign the time slots (which conveniently happen to be 1, 2, 3, and 4 pm) by
using a depth-first search with no constraint propagation. The only check is to be sure each
new assignment violates no constraint with any previous assignment. As a tiebreaker, assign a
lecturer to the earliest available time slot (so as to get them back to their own historical eras as
soon as possible).

In the tree below, Alan Turing has already been scheduled to speak at 1 pm, in accordance with
constraint #1. Continue filling in the search tree up to the first time you try (and fail) to assign a

time slot to Isaac Newton, at which point you give up in frustration and move on to Part C in
search of a more sophisticated approach.

1T//L\>
. //\\
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B G

1 2 3 4
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Part C (20 points)

You're not fond of backtracking, so rather than wait and see just how much backtracking you'll
have to do, you decide to start over and use depth-first search with forward checking

“ (constraint propagation through domains reduced to size 1). As before, your ticbreaker is to
assign the earliest available time slot.

T

1
™




What is the final lecture schedule you hand in to MITTTS?
lpm: T P, B

2 pm: S, L
3pm: (G

4pm: N
Part D (10 points)

Now, rather than backtracking, you're concerned about the amount of time it takes to keep track of
all those domains and propagate constraints through them. You decide that the problem lies in the
ordering of the guest list. Just then, you get a call from the MITTTS president, who informs you

that Alan Turing's schedule has opened up and he is now free to speak during any one of the
four time slots.

Armed with this new information, you reorder the guest list to maximize your chances of
quickly finding a solution. In particular, which lecturer do you now assign a time slot to
first, and why?

Newton - has the most
constraints

12
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MASSACHUSETTS INSTITUTE OF TECHNOLOGY
Department of Electrical Engineering and Computer Science
6.034 Artificial Intelligence
Fall, 2011
Recitation 5, Thursday, October 13
Game trees & progressive deepening; constraint prop revisited Prof. Bob Berwick, 32D-728

1. Games and progressive deepening.

To ensure the maximum amount of pruning in alpha-beta search, one must ensure that the best line of play (for
either the minimizer or the maximizer) is always on the left. This implies that for the maximizer, the best (let us
say biggest) evaluations are always on the left, which implies that at any one maximizer level, for best alpha-beta
pruning the evaluations at the leaves or nodes just below should be ordered from largest to smallest. That is, for
the maximizer, in the following tree, the nodes a, b, ¢ should have values such thata = b = c.

MAXIMIZER

For the minimizer, the best move should also be always on the left, and this implies that the best (or smallest)
evaluations are always on the left, which implies that at any one level, for best alpha-beta pruning the evaluations
of the leaves or nodes just below should be ordered from smallest to largest. This suggests the following general
tree rotation optimizing function:

function tree-rotation-optimizer
From level in [1 ... n]
if level is MAX then
sort nodes at this level from smallest to largest
else if level is MIN then
sort nodes at this level from largest to smallest

We can use this function in conjunction with the idea of progressive deepening to heuristically sort the static
evaluations of a game tree, in breadth first order:

Step 1. Run alpha-beta-search up to depth 4.
This will yield some static values for (un-pruned) leaf nodes at depth d.

Step 2. Using these computed static values compute the values associated with intermediate nodes by running
minimax from leaf up to root.

Step 3. Run the tree-rotation-optimizer on this (possibly-pruned) tree.
Step 4. Record at each node, the ordering of its children.

Step 5. Run alpha-beta search at depth d + 1.

But when computing the next-moves for any node, lookup the node-ordering from step 4.

Evaluate alpha-beta with nodes sorted using this ordering. NOTE: Any nodes not in the ordering will automatically
receive the lowest priority; such nodes come from having been pruned in alpha beta search.

Note: The results of the tree rotation optimizer only influences alpha-beta search evaluation order. It will not
actually guarantee maximum pruning at every stage. This is because:

1. We are using the rotation algorithm with static values at d to approximate the values of the tree at d+1.

2. Pruned nodes from alpha-beta-search will not be used by the rotation algorithm. While the tree-rotation doesn’t
yield maximum pruning, it does enhance pruning, so we still get a worthwhile speed-up.

Let’s test our ideas on how this works on a couple sample exam problems.



10/13/11 Minimax with Alpha-Beta Pruning and
Progressive Deepening

When answering the question in Parts C.1 and C.2 below, assume you have already applied
minimax with alpha-beta pruning and progressive deepening on the corresponding game
tree up to depth 2. The value shown next to each node of the tree at depth 2 is the
respective node’s static-evaluation value. Assume the procedure uses the information it has
acquired up to a given depth to try to improve the order of evaluations later. In particular,
the procedure reorders the nodes based on the evaluations found up to depth 2 in an attempt
to improve the effectiveness of alpha-beta pruning when running up to depth 3.

We want to know in which order the nodes/states A, B, C, and D in the game tree are

evaluated when the procedure runs up to depth 3, after running up to depth 2 and
reordering.

Part C.1: Game Tree I (5 points)

depth
MAX 0
MIN 1
MAX 2
3

12 11 10 9 8 7 6 D

Choose the order in which the nodes/states A, B, C and D in game tree I above are
evaluated when running minimax with alpha-beta pruning and progressive deepening after
running up to depth 2 and reordering. (Circle your answer)

a. ABCD
b. DABC
c. BADC
d CDAB
e. DCBA



Part C.2: Game Tree II (5 points)

depth
MAX 0
MIN 1
MAX 2
3

Choose the order in which the nodes/states A, B, C and D in game tree II above are
evaluated when running minimax with alpha-beta pruning and progressive deepening after
running up to depth 2 and reordering (Circle your answer)

f. ABCD
g. DABC
h. BADC
i. CDAB
j. DCBA



10/13/11 Problem 2: Games

In the game tree below, the value below each node is the static evaluation at that node.
MAX next to a horizontal line of nodes means that the maximizer is choosing on that turn,
and MIN means that the minimizer is choosing on that turn.

MAX

MIN

MAX

MIN

MAX

1 10

Part A (10 points)

Using minimax without Alpha-Beta pruning, which of the three possible moves should the
maximizer take at node A?

What will be the final minimax value of node A?




Part B (10 points)

Mark suggests that Alpha-Beta pruning might help speed things up. Perform a minimax
search with alpha-beta pruning, traversing the tree, and list the order in which you
statically evaluate the nodes (that is, you would start with E). Write your answer below.
Note that there is, at the end of this quiz, a tear-off sheet with-copies of the tree.

Part C (10 points)

Tom thinks that he might save some trouble by calculating static values at depth 2 and then
using those static values to reorder the tree for the alpha-beta search that goes all the way to
the leaf nodes. Thus, Tom is attempting to deploy alpha-beta search in a way that will
improve pruning.

Suppose the static evaluator Tom uses at depth 2 produces exactly the minimax values you
found in Part A. Tom uses those numbers to reorder BC&D, EF, GH, and 1J. Note that
Tom knows nothing about how the tree branches below depth 2 at this point. Draw the
reordered tree down to depth 2, the EFGHIJ level.

Explain the reasoning behind your choices:




Explain your reasoning in less than 4 meaningful sentences or give a short proof.

Part B1: Digging Progressively Deeper (10 points)

You decide to put your 6.034 knowledge to good use by entering an adversarial programming
contest. In this contest, one player (your opponent) is tasked with optimizing the running time of
alpha beta search with progressive deepening. Your goal, as her adversary, is to slow down her
algorithm. Remembering a key insight from 6.034: node order affects the amount of alpha-beta
pruning, you decide to do the exact opposite: you decide to reorder your opponent's search tree so
as to eliminate alpha beta pruning. To practice, you perform your anti-optimization on the
following tree.

s (D)
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Reorder the nodes of the tree at every level such that alpha-beta search does no pruning. You may
only reorder nodes (you cannot reattach a node to a different parent). Show your reordered tree
below:




2. Constraint propagation revisited: definitions, constraint propagation types, algorithms
Constraint Types
* Unary Constraints — constraint on single variables (often used to reduce the initial domain)
e Binary Constraints — constraints on two variables, C(X, Y)
e n-ary Constraints — constraints involving » variables. Any n-ary variables n > 2
(Can always be expressed in terms of Binary constraints + Auxiliary variables

Search Algorithm types: .

1.DFS w/ BT + basic constraint checking: Check current partial solution see if you violated any constraint.

2.DFS w/ BT + forward checking: Assume the current partial assignment, apply constraints and reduce
domain of other variables.

3. DFS w/ BT + forward checking + propagation through singleton domains: If during forward checking, you
reduce a domain to size 1 (singleton domain), then assume the assignment of singleton domain, repeat
forward checking from singleton variable.

4. DFS w/ BT with propagation through reduced domains (AC-2): see below.

Note: You can replace DFS with Best-first Search or Beam-search if variable assignments have “scores,” or if you
are interested in the best assignments.

Definitions.
e k-consistency. If you set values for k—1 variables, then the kth variable can still have some non-zero domain.
e 2-consistency = arc-consistency.
o For all variable pairs (X, Y)

o for any settings of X there is an assignment available for Y
e |-consistency = node-consistency
o For all variables there is some assignment available.

Forward Checking is only checking consistency of the current variable with all neighbors.

e Arc-consistency = propagation through reduced domains

e Arc-consistency ensures consistency is maintained for all pairs of variables, also known as AC-2
Variable domain (VD) table — bookkeeping for what values are allowed for each variable.

Variable Selection Strategies:
1. Minimum Remaining Values Heuristic (MRV): Pick the variable with the smallest domain to start.
2.Degree Heuristic — usually the tie breaker after running MRV: When domains sizes are same (for all
variables), choose the variable with the most constraints on other variables (greatest number of edges in

the constraint graph)



Forward Checking Pseudo Code:

Assume all constraints are Binary on variables X, and Y.
constraint.get_X gives the X variable
constraint.get_Y gives the Y variable

X.domain gives the current domain of variable X.

forward checking( state )

1. run basic constraint checking fail if basic check fails
2. Let X be the current variable being assigned,

3. Let x be the current value being assigned to X.

4. check and reduce( state, X=x )

check_and reduce(state, X=x)

1. neighbor constraints = get constraints (X)

2. foreach constraint in neighbor constraints:

3 Y = constraint.get_Y()

4 skip if Y is already assigned

5. foreach y in Y.get domain()

6 if check_constraint(constraint, X=x, Y=y) fails
7 reduce Y's domain by removing y.

8 if Y's domain is empty return fail

9. return success

forward _checking with_prop thru_singletons( state )

1. run forward checking

2. queue = find all unassigned variables that have domain size = 1
3. while gqueue is not empty

4, X = pop off first variable in queue

5 check_and;;educe( state, X = x.DOMAIN[O] )

6. singletons' find all new unvisited unqueued singletons

7. add singletons' to queue

forward_checking_yith_prop_thru_reduced_domains( state )
1. run arc-consistency(state)

arc-consistency (state)

1. gqueue = all (X, Y) variable pairs from binary constraints
2. while queue not empty

5 1 (X, Y) get the first pair in queue

4. if remove-inconsistent-values (X, Y) then

5 for each Y' neighbors (X)

6. do add (Y', X) to queue if not already there

remove-inconsistent-values (X, Y)
1. reduced = false
2. for each x in X.domain

3. if no y in Y.domain satisfies constraints (X=x, Y=y)
4. remove x from X.domain
B reduced = true

6. return reduced

Let’s try some examination problems with constraint-propagation.



2. Converting problems into constraint propagation form

“Paul, John, and Ringo are musicians. One of them plays bass, another plays guitar, and the third plays drums. As it
happens, one of them is afraid of things associated with the number 13, another is afraid of Apple Computers, and the
third is afraid of heights. Paul and the guitar player skydive; John and the bass player enjoy Apple Computers; and the
drummer lives in an open penthouse apartment 13 on the thirteenth floor. What instrument does Paul play?”

How can we solve this problem? Try it yourself first, by any means you care, then we’ll see how to do it by — ta-da! —
the magic of constraint propagation! (You might want to think about constraints when you solve it, and what the
constraints are.)

What are the constraints? How might they be represented? We want to use the facts in the story to determine whether
certain identity relations hold ore are eXcluded. Here is our notation: assume X(Peter, Guitar Player) means “the
person who is John is not the person who plays the guitar.” Further, this relation is symmetrical, so that if we have
X(Peter, Guitar Player) then we also have, X(Guitar Player, Peter). In this notation, the facts become the following (of
course all the symmetrical facts hold as well):

X(Paul, Guitar Player)

X(Paul, Fears Heights)

X(Guitar Player, Fears Heights)
X(John, Fears Apple Computers)
X(John, Bass Player)

X(Bass Player, Fears Apple Computers)
X(Drummer, Fears 13)

X(Drummer, Fears Heights)

90 T OF W B LRI, e

Now we can represent the possible relations implicitly by means of entries in tables, and use constraint propagation. An
X entry in a table denotes that the identity relation is excluded, and an / denotes that the identity relation actually holds.
We can then use three tables, one to represent the possible identities between people and instrument players; one to
represent the possible identities between people and fears; and a third to represent the possible relationships between
instrument players and fears.



X(Paul, Guitar Player)

X(Paul, Fears Heights)

X(Guitar Player, Fears Heights)
X(John, Fears Apple Computers)
X(John, Bass Player)

X(Bass Player, Fears Apple Computers)
X(Drummer, Fears 13)

X(Drummer, Fears Heights)

00 =3O8 DA s 19 b =

People Instrument Player

Bass Player Guitar Player Drum Player

Paul

John

Ringo

People Fears

13 Apple Computers Heights

Paul

John

Ringo

Instrument Fears
Player

13 Apple Computers Heights

Bass player

Guitar player

Drum Player

How do we do constraint propagation in this system? Note that we can deduce rules like the following to fill in the
three tables:

1. If all but one entry in a row are X, then the remaining entry is /.
2. If you know /(x,y) and X(y,z) then you may conclude X(x,z).

Question: what property of the world does this last constraint rule capture?

What other rules do we need?



10/13/11 Constraint Propagation

You just bought a 6-sided table (because it looks like a benzene ring) and want to hold a dinner
party. You invite your 4 best friends: McCain, Obama, Biden and Palin. Luckily a moose wanders
by and also accepts your invitation. Counting yourself, you have 6 guests for seats labeled 1-6.

Your guests have seven seating demands:

e Palin wants to sit next to McCain

e Biden wants to sit next to Obama

e Neither McCain nor Palin will sit next to Obama or Biden

e Neither Obama nor Biden will sit next to McCain or Palin

o The moose is afraid to sit next to Palin

o No two people can sit in the same seat, and no one can sit in 2 seats.
e McCain insists on sitting in seat 1

10



Part A (10 points)

You realize there are 2 ways to represent this problem as a constraint problem. For each below, run
the domain reduction algorithm and continue to propagate through domains reduced to one value.
That is, cross out all the impossible values in each domain without using any search.

Variables:  You, Moose, McCain, Palin, Obama, Biden
Domains: Seats 1-6
Constraints: 1-VII

You: 1 2 3 4 5 6

Moose: 1 2 3 - 5 6
McCain: 1 2 < 4 5 6
Palin: 1 2 3 4 5 6
Obama: 1 2 3 4 5 6
Biden: 1 2 3 4 3 6

Variables:  Seats 1-6
Domains: You, Moose, McCain, Palin, Obama, Biden
Constraints: 1-VII

1 You Moose McCain Palin Obama Biden
& You Moose McCain Palin Obama Biden
3 You Moose McCain Palin Obama Biden
4: You Moose McCain Palin Obama Biden
5 You Moose McCain Palin Obama Biden
6: You Moose McCain Palin Obama Biden

Part B (15 points)

For now, you decide to continue using seats as variables and guests as domains (the 2"
representation). You decide to see how a depth-first search with no constraint propagation works ,
but as you run the search you see you are doing a lot of backtracking.



You break ties by choosing the left-most in this order:
You (Y), Moose (M), McCain(Mc), Palin (P), Obama (O), Biden (B)

~ Show the partial search tree only up to the first time you try to aSSigIl Seat 6
Begin with the reduced domains from the previous

PAaZE. Use only the constraints supplied; use no commensense beyond what you see in the
constraints. You might want to work this out on the tear off sheet at the end of the quiz first.

: Mc

| e

’ ¥ M P

11



Part C (15 points)

Now you try to use depth-first search and COnStraint propagation through
domains reduced to size 1. You break ties by choosing the left-most in this order:

You (Y), Moose (M), McCain(Mc), Palin (P), Obama (O), Biden (B)
Show the the full search tree (up until you find a solution), starting with the SAINE PIe-

reduced domains. you might want to work this out on a copy at the end of the quiz..

: Mc

? Y M P
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{Mc}

{Y,M, O, B}

(Y, M, P}
6
> /1Y, M, O, B}

Seat 1
{Y, M, P}
2
{Y,M, 0, B\ 3
4
{Y,M, O, B}
{Mc}
Seat 1
{Y, M, P}
2
{Y,M, 0. B} 3
4
{Y, M, O, B}
{Mc}
Seat 1
{Y, M, P}
2
{Y,M, O, B} 3
4

(Y, M, P}
6
> /1Y, M, O, B}

{Y,M, O, B}



{Mc}

Seat 1 .
{Y, M, P} (Y, M, P}
2 6
(.M, 0,5\ 3 > /1¥,M, 0, B)
4
{Y,M, O, B}
{Mc}
Seat 1
{Y'J M} P} {Y, M, P}
2 6
(M0, B > /1¥,M,0,B)
4
{Y,M, O, B}
{Mc}
Seat 1
{Y; Ma P} 2 {Y, M’ P}
{Y,M, O,B}\ 3 (Y. M, O, B}
4

{Y,M, O, B}



{Mc}

Seat 1
(%M P) (Y, M, P}
2 6
(¥ M, 0,Bj\ ° 5 /v, M,0,B)
4
{Y,M, 0, B}
{Mc}
Seat 1
A (Y, M, P}
2 6
{Y,M, O,B\ 3 5 (Y. M. O, B}
4
{Y, M, 0, B}
{Mc}
Seat |
{Y, M, P} (Y, M, P}
2 6
M0, Bl > /1%, M,0,B)
4

{Y,M, O, B}
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Lab 3

From 6.034 Fall 2011

Contents

; = | Game search
= 1.1 Playing the game
= |.2 The code
= 1.2.1 ConnectFourBoard
= |.2.2 Other Useful Functions
= |.2.3 Writing your Search Algorithm
= 1.2.3.1 "evaluate" Functions
m ].2.3.2 Search Functions
= |.2.4 Creating a Player
1.3 Just win already!
1.4 Alpha-beta search
= |.4.] Hints
1.5 A better evaluation function
1.6 Advice
1.7 IMPORTANT NOTES
= 1.8 Tournament
= 2 Survey

This problem set is due Friday, October 14th at 11:59 PM. If you have questions about it, ask the list 6034tas@csail. mit.edu.
To work on this problem set, you will need to get the code, much like you did for earlier problem sets.

= You can view it at: http://web.mit.edu/6.034/www/labs/lab3/
= Download it as a ZIP file: http://web.mit.edu/6.034/www/labs/lab3/lab3.zip
= Or, on Athena, attach 6.034 and copy it from /mit/6.034/www/labs/lab3/.

Your answers for the problem set belong in the main file 1ab3.py.

Game search Ok Yoo ~T o fh;n“‘j aéMLd;a

]
i,
This problem set is about game search, and it will focus on the game ‘w_(r)ilr (http://en.wikipedia.org/wiki/Connect_Four) ". j
This game has been around for a very long time, though it has been known by different names; it was most recently released ;
commercially by Milton Bradley. . ¢
S ingle

A board is a 7x6 grid of possible positions. The board is arranged vertically: 7 columns, 6 cells per column, as follows: fM

|
'

'

'

0 * * '
L '
T '
b ¢ % % & » & = '
= L}
R S 1
...... '

i : -
Eellniis :
' |
L 1

Two players take turns alternately adding tokens to the board. Tokens can be added to any column that is not full (ie., does not already
contain 6 tokens). When a token is added, it immediately falls to the lowest unoccupied cell in the column.

The game is won by the first player to have four tokens lined up in a row, either vertically:

10/1/2011 7:18 PM
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_________________________________________________________________________________________________________________ A
' 1
. i
' '
1 0123456 :
0 4
it O q
2 o '
3 o X ;
4 0] X :
15 o] X ;
. '
' ]
e T e e I
horizontally:
R A= L T T L NN, . NS oL vt LS. L WO e O s N LSSt OO D, P00 = SR N SR IR L1 B %
' 1]
i 1
I 1
1 0123456 ;
0 ,
"n '
[ 1
L 1
3 '
'
:4 /_\ I
: :
e i A i e R B i a0 e R G A A e R e R e R S SRR R e e s e a A
or along a diagonal:
e e S e e e e R i L A
! 1
: !
1 0 !
0 '
Il /
2 |
30 !
: 1
(el !
5 0 1
: 1
F 1
o . o i R T e e e A
1 S L 8 e o s 5 i e 1
1 0123456 :
9 |
H :
1"~ '
13 Q O :
" 0 4 :
5 X 0D :
L .

Playing the game

You can get a feel for how the game works by playing it against the computer. For example, by uncommenting this line in lab3 .py, you
can play white, while a computer player that does minimax search to depth 4 plays black.
. —_—

S
e e T e R Py g g b |
1

:run_qame(basic_player, human_player) E
o e e e e e e e e o e o o e e e e e e e e e e o e e e e e e e e e e s e e e e o e e e e e e e e e e m e m o mm e e e e e e m e mmm e -4
For each move, the program will prompt you to make a choice, by choosing what column to add a token to.

The prompt may look like this:

e e e i T T i R ]
: ;
Player 1 (©) puts a token in column 0 -
L] ]
1 0123456 I
0 :
11 '
3 '
1 '
i '
5 e :
Pick a column #: --> !
] "
S S e R N 4

In this game, Player 1 just added a token to Column 0. The game is prompting you, as Player 2, for the number ofthew_you
want to add a token to. Say that you wanted to add a token to Column 1. You would then type 'I' and press Enter.

The computer, meanwhile, is making the best move it can while looking ahead to depth 4_(_t\_v_c_)__139ves for itself and two for you). If you
read down a bit farther in the lab3.py file (or farther into this lab writeup), we'll explain how to create new players that search to
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arbitrary depths.
The code

Here's an overview of the code in the various lab files that you may need to work with, The code contains inline documentation as
well; feel free to read it.

ConnectFourBoard

connectfour.py contains a class entitled ConnectFourBoard. As you might imagine, the class encapsulates the notion of a Connect

Four board. e ;
6‘00-5, ﬁ'(,_r, &,N“

. If you haven't studied mutability, dont worry: This just means that any given
ConnectFourBoard instance, including the locations of the pieces on it, will never change after it's created. To make a move on a
board, you (or, rather, the support code that we provide for you) create a new ConnectrourBoard object with your new token in its
correct position. This makes it much easier to make a search tree of boards: You can take your nitial board and try several different
moves from it without modifying it, before deciding what you actually want to do. The provided minimax search takes advantage of
this; see the get_all next moves, minimax, and minimax find board value functions in basicplayer.py.

ConnectFourBoard objects ar

So, to make a move on a board, you could do the following:

>>> myBoard = ConnectFourBoard()
>>> myBoard

0.12345%

> myNextBoard = myBoard.do_move (1)

'
o>

>>> myNextBoard

‘ d

o 0k 304 56

0

'

il

2

13

1

]

15 X

'

'

P>> myanr1 # Just to show that the original board hasn't changed
'

'

'

(¢ 2 2(3 456

There are quite a few methods on the ConnectFourBoard object. You are welcome to call any of them. However, many of them are
helpers or are used by our tester or support code; we only expect you to need some of the following methods:

"' ConnectFourBoard () (the constructor) -- Creates a new ConnectFourBoard instance. You can call it without any arguments,
and it will create a new blank board for you. — ———
® get current_player_id() -- Returns the player ID number of the player whose turn it currently is.
= get other player_ id() -- Returns the player ID number of the player whose turn it currently isn't.
® get cell(row, col) -- Returns the player ID number of the player who has a token in the specified cell, or 0 if the cell is
currently empty.
= get top elt in column{column) -- Gets the player ID of the player whose token is the topmost token in the specified
column. Returns 0 if the column is empty.
get_height of &olumn(column) -- Returns the row number for the highest-numbered unoccupied row in the specified
column. Returns -1 if the column is full, returns 6 if the column is empty. NOTE: this is the row index number not the actual
"height" of the column, and that row indices count from 0 at the top-most row down to 5 at the bottom-most row.
® do move (column) -- Returns a new board with the current player's token added to column. The new board will indicate that it's
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now the other player's turn.

®» longest chain(playerid) -- Returns the length of the longest contiguous chain of tokens held by the player with the specified
player ID. A 'chain' is as,defined by the Connect Four rules, meanipg that the first player to build a chain of length 4 wins the
game. C{e\)e/ = h"’* ?0 é/zaze / —_—

® chain cells(playerid) -- Returns a Python set containing tuples for each distinct chain (of length 1 or greater) of tokens
controlled by the current player on the board.

® num tokens on_board() -- Returns the total number of tokens on the board (for either player). This can be used as a game
progress meter of sorts, since the number increases by exactly one each turn.

m is win() -- Returns the player ID number of the player who has won, or 0.

® is_game_over () -- Returns true if the game has come to a conclusion. Use is_win to determine the winner.

Note also that, because ConnectFourBoards are immutable, they can be used as dictionary keys and they can be inserted into Python
set() objects.

Other Useful Functions

There are a number of other useful functions in this lab, that are not members of a class. They include the following:

® get all next moves (board) (basicplayer.py)-- Returns a generator of all moves that could be made on the current board ’fzcr

m is terminal(depth, board) (basicplayer.py)-- Returns true if either a depth of 0 is reached or the board is in the game C/
over state.

® run_search_function(board, search_fn, eval fn, timeout) -- (util.py)-- Runs the specified search function with l']l‘
iterative deepening, for the specified amount of time. Described in more detail below.

® human player (connectfour.py)-- A special player, that prompts the user for where to place its token. See below for 6 lC ﬁ(
documentation on "players". 0 k. fﬂ/
® count runs () (util.py)-- This is a Python Decorator callable that counts how many times the function that it decorates, kz\ljs

been called. See the decorator's definition for usage instructions. Can be useful for confirming that you have implemented

alpha-beta pruning properly: you can decorate your evaluator function and verify that it's being called the correct number of
times.

® run_game (playerl, player2, board = ConnectFourBoard()) (connectfour.py)-- Runs a game of Connect Four using
the two specified players. 'board' can be specified if you want to start off on a board with some initial state.

Writing your Search Algorithm

"evaluate" Functions g'{'d/* :(, EL/%M@/:)

In this lab, you will implement two evaluation functions for the minimax and alpha-beta searches: focused evaluate, and

better_evaluate. Evaluate functions take one argument, an instance of ConnectFourBoard. They Teturn an integer that indicates
how favorable the board is to the current player.

The intent of focus_evaluate is to simply get your feet wet in the wild-and-crazy world of evaluation functions. So the function is
really meant to be very simple. You just want to make your player win more quickly, or lose more slowly.

The intent of better_evaluate is to go beyond simple static evaluation functions, and getting your function to beat the default
evaluation function: basic_evaluate. There are multiple ways to do this but the most-common solutions involve knowing how far you
are into the game at any given time. Also note that, each turn, one token is added to the board. There are a few functions on
ConnectFourBoard objects that tell you about the tokens on the board; you may be able to use one of these. You can look at the source
for the evaluation function you are trying to beat by looking at def basic_evaluate (board) in basicplayer.py.

Search Functions

As part of this lab, you must implement an alpha-beta search algorithm. Feel free to follow the model set by minimax, in
basicplayer.py.

Your alpha_beta_search function must take the following arguments:
= board -- The ConnectFourBoard instance representing the current state of the game
® depth -- The maximum depth of the search tree to scan.

= eval_fn-- The "evaluate" function to use to evaluate board positions

And optionally it takes two more function arguments:
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® get_next_moves_fn -- a function that given a board/state, returns the successor board/states. By default get_next_moves_fn
takes on the value of basicplayer.get_all next moves T | _

m is_terminal_fn -- a function that given a depth and board/state, returns True or False. True if the board/state is a terminal
node, and that static evaluation should take place. By default is terminal fn takes on the value of
basicplayer.is_terminal

You should use these functions in your implementation to find next board/states and check termination conditions.

The search should return the column number that you want to add a token to. If you are experiencing massive tester errors, make sure
that you're returning the column number and not the entire board!

TIP: We've added a filed called tree searcher.py to help you debug problems with your alpha_beta_search implementation. It
contains code that will test your alpha-beta-search on static game trees of the kind that you can work out by hand. To debug your
alpha-beta-search, you should run: python tree searcher.py; and visually check the output to see if your code return the correct
expected next moves on simple game trees. Only after you've passed tree searcher then should you go on and run the full tester.

Creating a Player

In order to play a game, you have to turn your search algorithm into a player. A player is a function that takes a board as its sole
argument, and returns a number, the column that you want to add apiece to.

Note that these requirements are quite similar to the requirements for a search function. So, you can define a basic player as follows:

B T S g T S N R R B R T A
def my_player (board) : ‘
: return minimax (board, depth=3, eval_fn=focused_evaluate, timeout=5) :
B o e e o o S
or, more succinctly (but equivalently):

e e e e e T U e e e e s S T B e e e e ey Ss S SSSSSS P s s s EE SRR R R RS S S T —————— A
::n'_c_player = lambda board: minimax (board, depth=3, eval_fn=focused_evaluate) i
Dok o i o 1 i s s e o i e e e B S A S R S R AR R S S J
However, this assumes you want to evaluate only to a specific depth. In class, we discussed the concept of iterative deepening. We
have provided the run search_function helper function to create a player that does iterative deepening, baﬁfdm 7 search
function. You can create an iterative-deepening player as follows:

e e i S e S e e e e e e e s e e s S S S S S sS RRssmnRs et em e A
my_player = lambda board: run_search_function(board, search_fn=minimax, eval_fn=focused_evaluate) C
T I SIS S R ettt U R R R T L -

Just win already!

You may notice, when playing against the computer, that it seems to make plainly "stupid" moves. If you gain an advantage against the
computer so that you are certain to win if you make the right moves, the computer may just roll over and let you win. Or, if the
computer is certain to win, it may seem to "toy" with you by making irrelevant moves that don't change the outcome.

This isn't "stupid” from the point of view of a minimax search. If all moves lead to the same outcome, why does it matter which move
the computer makes? :

This isn't how people g ) sames, though. People want to win as quickly as possible when they can win, and lose slowly so
that their opponent has several opportunities to mess up. A small change to the basic player's static evaluation function will make the

computer play this way too. OJ P f‘ﬂf{e/ CJf/’e/b f'% (03; pp ;_

= In lab3.py, write a new evaluation function, focused _evaluate, which prefers wihning positions when they happen sooner
and losing positions when they happen later.

It will help to follow these guidelines:

» Leave the "normal" values (the ones that are like 1 or -2, not 1000 or -1000) alone. You don't need to change how the procedure
evaluates positions that aren't guaranteed wins or losses.

= Indicate a certain win with a value that is greater than or equal to 1000, and a certain loss with a value that is less than or equal
to -1000.

= Remember, focus_evaluate should be very simple. So don't introduce any fancy heuristics in here, save your ideas for when
you implement better evaluate later on.
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Alpha-bet;l_s_cg_c’h,,

The computerized players you've used so far would fit in well in the British Museum - they're evaluating all the positions down to a
certain depth, even the useless ones. You can make them search much more efficiently by using alpha-beta search.

It may help to read the appropriate chapter of the text (http://courses.csail.mit.edu/6.034f/ai3/ch6.pdf) if you're unclear on the details
of alpha-beta search.

= Write a procedure alpha_beta_search, which works like minimax, except it does alpha-beta pruning to reduce the search
space.

= You should always return a result for a particular level as soon as alpha is greater than or equal to beta.

= lab3.py defines two values INFINITY and NEG_INFINITY, equal to positive and negative infinity; you should use these for the
initial values of alpha and beta, as discussed in class. .

This procedure is called by the player alphabeta player, defined in 1ab3.py.

Your procedure will be tested with games and trees so don't be surprised if the input doesn't always look like a connect 4 board.
Hints

In class, we describe alpha-beta in terms of one player maximizing a value and the other person minimizing it. However, it will
probably be easiest to write your code so that each player is trying to maximize the value from their own point of view. Whenever they
look forward a step to the other player's move, they negate the resulting value to get a value for their own point of view. This is how
the minimax function we provide works.

You will need to keep track of your range for alpha-beta search carefully, because you need to negate this range as well when you
propagate it down the tree. If you have determined that valid scores for a move must be in the range [3, 5] -- in other words, alpha=3
and beta=5 -- then valid scores for the other player will be in the range [-5, -3]. So if you use this negation trick, you'll need to
propagate alpha and beta like this in your recursive step:

1
;newalpha = -beta :
newbeta = -alpha :
% '
L

This is more compact than the representation we were using on the board in lecture, and it captures the insight that the player evaluates
its opponent's choices just as if the player was making those choices itself.

Ask a TA if you are confused by this.

A common pitfall is to allow the search to go beyond the end of the game. So be sure to use is_terminal_fn to determine the end.
A better evaluation function

This problem is going to be a bit different. There's no single right way to do it - it will take a bit of creativity and thought about the
game.

Your goal is to write a new procedure for static evaluation that outperforms the basic player one we gave you. It is evaluated by the
test case run_test_game_1, which plays your_player against basic_player in a tournament of 4 games. Clearly, if you just play

basic_player against itself, each player will win about as often as it loses. We want you to do better, and design a player that wins at
least 2 times more than it loses in the four games.

We should hardly need to state that your solutions should win legitimately, not by somehow interfering with the other player. This isn't
Spassky vs. Fischer (http://en.wikipedia.org/wiki/World_Chess_Championship 1972) .

An additional warning, regarding this particular subject matter: There is a fair bit of published research and online information about
"Connect Four", and about search algorithms in general in Python. You're welcome to read any documents that you'd like, as long as
you cite them by including a comment in the relevant part of your code. However, you may not re-use complete third-party
implementations of search algorithms, and you may not write code that access online resources (other than the 6.034 test server) while
it is executing. The tester can't easily test for these, so it doesn't. The TA's will be looking over your code, though, and they will not be
amused if they find a student using someone else's work in their lab.

Relatedly, while it would be possible to pass the lab using human_player, we can't give you credit for doing so. The TA's will be
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amused if they find out that you did this, but they'll have to revoke credit for the relevant portions of the lab.
Advice

In an evaluation function, simpler can be better! It is much more useful to have time to search deeper in the tree than to perfectly
express the value of a position. This is why in many games (not Connect Four) it takes some effort to beat the simple heuristic of
"number of available moves"; you can't get much simpler than that and still have something to do with winning the game.

If you write a very complicated evaluation function, you won't have time to search as deep in the tree as basic_evaluate. Keep this
in mind.

IMPORTANT NOTES

After you've implemented better evaluate, please change the line in your 1ab3.py From

-
'
. . i
better_evaluate = memoize(basic_evaluate)
o '
e e o e 4
to
(st e A e e 1 i i -
' . '
Petter_evaluate = memoize (better_evaluate) '
'
(=

The original setting was set to allow you play the game earlier on in the lab, but become unnecessary and incorrect once you've
implemented your version of better evaluate.

TIP: To save time, change the if Trueto if False on line 308 of tests.py. Disabling this test will skip the game test that usually takes
a few minutes to finish. But be sure to remember to turn it back on when you have passed all your other offline tests!

B B B e el e L T S =5
' 1]
i Set this if-guard to False temporarily disable this test. '
:if True :
: make_test(type = '"MULTIFUNCTION', :
' getargs = run_test_game_l_getargs, '
: testanswer = run_test_game_l_testanswer, ‘I
' expected_val = "You must win at least 2 more games than you lose to pass this test”,

' name = 'run_test_game' i
' ) i
Ll 1
0 e it o 71 0 T o0 0 a0 aJ
Tournament

Please set "COMPETE" to True if you would like to participate in a tournament. If there is enough interest/capable Als then we will
face you off against your fellow classmates and perhaps some undisclosed prize. The first round will cull entries which can't beat the
basic_player enough times so please set "COMPETE" to False if you haven't managed to pass that test.

Survey

Please answer these questions at the bottom of your 1ab3.py file:
= How many hours did this problem set take?
= Which parts of this problem set, if any, did you find interesting?
= Which parts of this problem set, if any, did you find boring or tedious?
(We'd ask which parts you find confusing, but if you're confused you should really ask a TA.)

When you're done, run the tester as usual to submit your code.

Retrieved from "http://ai6034.mit.edu/falll1/index.php?title=Lab_3"

= This page was last modified on 30 September 2011, at 20:52.
= Forsan et haec olim meminisse iuvabit.
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Michael E Plasmeier

From: Erek Speed <espeed@MIT.EDU>

Sent: Thursday, October 13, 2011 2:36 AM

To: Michael E Plasmeier

Subject: Re: FW: Having trouble coming up with a good static eval
Follow Up Flag: Follow up

Flag Status: Flagged

Right, | actually forgot | was going to get back to you on that.

The only odd thing is that your focused_evaluate is your better_evaluate but the tests don't do a good job of isolating
the wanted behavior of focused_evaluate so it's not really a big deal.

You're alpha-beta seems fine though on first glance, so | assume you just need to work out your static evaluator.

I know you were hoping for some help but there's not much to say without giving too much away when it comes to
strategies.

Things to consider:

&
Speed (yours went 5 or 6 ply deep on turn one which is pretty good) using exponents over linear constants (

Also, the first player has id 1 if you want something a bit more robu|st than checking a common placement. | think this
actually made you draw instead of lose when | made the change.r\ (Lﬁ

Also, don't forget to turn memoize back on for real games, it let's you search deeper. ‘!’lrre, MHQ/)

| don't know what your process has been so far in building your evalautor, but | definitely recommend trying to distill
down concepts as much as possible. e

good Iu;u L/LM[ (106) 1?IL5 Manq

Erek

2011/10/13 Michael E Plasmeier <theplaz@mit.edu>:

> Any luck finding something | did wrong??? Or suggestions for what else | can do for a good static eval?
>

> Thanks -Plaz

> From: Erek Speed [mailto:espeed@MIT.EDU]

> Sent: Tuesday, October 11, 2011 11:31 AM

> To: Michael E Plasmeier

> Subject: Re: FW: Having trouble coming up with a good static eval

>

> I'll look over your code in general later to see if it has any flaws beyond the specific evaluator. Other than that, ends
up doing that due to the hash on boards not taking into account who's turn it is.

1



> It doesn't effect actual games but it comes up in testing like that.
>

> | should add an faq.

>

>2011/10/11 Michael E Plasmeier <theplaz@mit.edu>:
>> | need some static evaluator help! Why can't | win more than 2 games?
>>

>>

>>

>> Thanks so much!

>>

>>

>>

>> -Plaz

>>

>>

>>

>> From: Michael E Plasmeier

>> Sent: Tuesday, October 11, 2011 1:20 AM

>>

>>To: 6034tas@csail.mit.edu

>> Subject: RE: Having trouble coming up with a good static eval
>>

>>

>>

>> Are we supposed to be picking the lowest static value? Only for player 2?
>> |t seems to do that for when | am player 1or2.

>>

>>

>>

>> But all my other tests are right. (16/17)

>>

>>

>>

>> -Michael

>>

>>

>>

>> From: Michael E Plasmeier

>> Sent: Tuesday, October 11, 2011 12:41 AM

>> To: 6034tas@csail.mit.edu

>> Subject: RE: Having trouble coming up with a good static eval
>>

>>

>>

>> Turning off memorize got me a different result 1 02 1, so at least |
>> know it is working (changing) now..

>>

>>

>>

>> -Michael

>>




>>

>>

>> From: Michael E Plasmeier

>> Sent: Tuesday, October 11, 2011 12:38 AM
>> To: 6034tas@csail.mit.edu

>> Subject: Having trouble coming up with a good static eval
>>

>>

>>

>> S0 | have spent a few hrs building a static evaluator based around threats.

>> But the result has always been the same: 2, 2, 1, 1.
>>

>>
>>
>> Am | doing something wrong - like forgetting something so my

>> evaluator is not working right?
>>

>>

>>

>> Also about memorize. |just realized we have to change it. But when
>> | turned it on and ran this:

>>

>> board_tuples =(( 0,0,0,0,0,0,0),

>>

>> (0,0,0,0,0,0,0),

>>

>> (0,0,0,0,0,0,0),

>>

>> (0,2,2,1,1,2.0'),

>>

>> (0,2,1,2,1,2,0),

>>

>> (2,1,2,1,1,1,0),

>>

>> )

>>

>> test_board_1 = ConnectFourBoard(board_array = board_tuples,
>>

>> current_player = 1)

>>

>> test_board_2 = ConnectFourBoard(board_array = board_tuples,
>>

>> current_player = 2)

>>

>> # better evaluate from player 1

>>

>>  print "%s => %s" %(test_board_1, better_evaluate(test_board_1))
>>

>> # better evaluate from player 2

>>

>>  print "%s => %s" %(test_board_2, better_evaluate(test_board_2))
>> .



>>
>>

>> | got the same result for both player 1 and 2. When | turned it off,

>> | got the negative of the result for player 2 - which is what | want, right?
>>

>>

>>

>> -Michael
>



Michael E Plasmeier

From: Erek Speed <espeed@MIT.EDU>

Sent: Friday, October 14, 2011 8:56 PM

To: Michael E Plasmeier

Subject: Re: FW: Having trouble coming up with a good static eval

I mean that instead of using linear combinations you should use a combinations of exponents. So when you get your
value back from your threat analysis, square it or similar instead of multiplying it by a constant. It should make better
moves stand out. It might not be enough but is usually a correct addition to any other algorithm.

Because the tests don't start from a blank board it could certainly effect it that way. It really means that your

better_evaluate isn't good enough. And whether you win oﬁc@mﬁn flip. (Although, if you can pass the test due to
bugs, that's technically allowed.) [

Your threat analysis code is pretty complicated so it's hard to say whether it's too slow or possibly has a bug.
Although, when you run it on test boards does it evaluate how you expect? I'll tweak it a bit as well.

It might also be a problem with not looking far enough ahead to make correct beginning moves so even if it is good it
might not matter mid game. I'll spend some time going through your code though.

Erek

2011/10/14 Michael E Plasmeier <theplaz@mit.edu>:

> Hi,

>

> What do you mean by using "exponents over linear constants". | am guessing that means 475 is faster than
4*4*4*4*4 since you can do fast exponentiation. But where would that help me?

>

> | fixed the player ID and memorize. But|am getting 1 02 1 now, instead of 102 0. | believe the goal is 1 2 1 2 which
means that changed cost me to lose.

>

> Are there any specific concepts | should rethink?

>

> Thanks -Plaz

>

> From: Erek Speed [mailto:espeed @MIT.EDU]

> Sent: Thursday, October 13, 2011 2:36 AM

> To: Michael E Plasmeier

> Subject: Re: FW: Having trouble coming up with a good static eval

>

> Right, | actually forgot | was going to get back to you on that.

>

> The only odd thing is that your focused_evaluate is your better_evaluate but the tests don't do a good job of isolating
the wanted behavior of focused_evaluate so it's not really a big deal.

>
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6.034 Quiz 2

October 21, 2009

675
pﬁ ﬂ; (v

Name

s . ]

EMail

Circle your TA and recitation time, if any, so that we can more easily enter your score in our
records and return your quiz to you promptly.

TAs Thu Fri
Erica Cooper Time ||Instructor Time | Instructor
Matthei Pesire 11-12 ||Gregory Marton 1-2 ||Randall Davis
12-1 | Gregory Marton | |2-3 |Randall Davis
Charles Watts 1-2 | Bob Berwick 3-4 ||Randall Davis
Mark Seifter 2-3 Bob Berwick
Yuan Shen 3—4 N Bob Berwick
Jeremy Smith
Olga Wichrowska [
Problem number } Maximum jfScorﬁ Grader
0 s
2 50
Total 100

There are 11 pages in this quiz, including this one. In
addition, tear-off sheets are provided at the end with
duplicate drawings and data.

As always, open book, open notes, open just about

everything.



Problem 1:Games (50 points)

For your reference in working this problem, pseudo code for the standard version
of minimax with alpha beta is given on the tear off sheet at the end.

‘Part A: Working with a maximally bruned tree (25 points)

For the following min-max tree, cross out those leaf nodes for which alpha-beta search would
not do static evaluations in the %ﬁwﬂﬂamlmmum number of static evaluations,
maximum pruning of nodes to be statically evaluated}‘
(le e "“‘f/He el :
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Now, list the leaf nodes at which alpha-beta would do statg evaluations in the best case possible.
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Problem 1:Games (50 points)

For your reference in working this problem, pseudo code for the standard version
of minimax with alpha beta is given on the tear off sheet at the end.

Part A: Working with a maximally pruned tree (25 points)

For the following min-max tree, cross out those leaf nodes for which alpha-beta search would
not do static evaluations in the best case possible (minimum number of static evaluations,
maximum pruning of nodes to be statically evaluated).

- o@b

LSO S
e S ONMTHOOR O
o GEOOQAOOOEC

fo- shil gtbeeg Contngy
Part Al W‘/ﬂ(“ < jg 5@%4

Now, list the leaf nodes at which alpha-beta would do static evaluations in the best case possible.

(o8]
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Part A2

What is the final value returned by the alpha beta search in the best case possible for the given
tree? Express your answer as the simplest function of the static values of the leaf nodes (e.g. take

n to be the static value at the leaf node labeled n).  Your function may contain operations such as
max and min.

TWQE/J, Qv - thole Ledion uzg,'d

What constraints ensure best case possible (minimum static evaluation) for the given tree? State
your constraints as inequalities on the static values of the leaf nodes.

i . S

7 7”“?‘(/\)5) 00 N1, oad nzg
/;_ r\?_J\
S ahdat]

Suppose your static evaluation function, Sémde), is modified as follows:

Part A3

S'fhode) =42 x S(node) +1000. (If S(node) = 1, S'(node) = 1042)
Would your answer for Part A1 be the same for all possible S(node) valuesf? @ No
[
Suppose your function were X g@’{ e \/

S'thode) = - 42 x S(node) + 1000.

Would your answer for Part A1 be the same for all possible S(node) values? IYCS @
S4ns Choye (/
3



Explain your reasoning in less than 4 meaningful sentences or give a short proof.

Part B1: Digging Progressively Deeper (10 points)

You decide to put your 6.034 knowledge to good use by entering an adversarial programming
contest. In this contest, one player (your opponent) is tasked with optimizing-the+unning time of
alpha beta search with progressive deepening. Your goal, as her adversary, is to slow down her
algorithm. Remembering a key insight from 6.034: node order affects the amount of alpha-beta
pruning, you decide to do the exact opposite: you decide to reorder your opponent's search tree so

as to eliminate alpha beta pruning. To practice, you perform your anti-optimization on the
following tree.
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Part B2 (5 points) /st b[fﬂ", Org (s 1

For the tree given below (not the same tree as in B1), perform alpha beta search. Do your work
on the tree as given; do no reordering. List the leaf nodes (letter) in the order that
they are statically evaluated in the box below the tree.
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Reorder the nodes of the tree at every level such that alpha-beta search does no pruning. You may
only reorder nodes (you cannot reattach a node to a different parent). Show your reordered tree
below:
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Part B2 (5 points) - {MVW

For the tree given below (not the same tree as in B1), perform alpha beta search. Do your work
on the tree as given; do no reordering. List the leaf nodes (letter) in the order that
they are statically evaluated in the box below the tree.
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MAX

MIN

MAX

Part B3 (10 points)

Now, you are to repeat your alpha beta search, but this time with initial values for alpha =2
and beta = 7. List, in the box below the tree, the leaf nodes in the order that
they are statically evaluated, given initial alpha = 2, and beta =7,

What is the best move according to the search with alpha = 2 and beta = 77




Problem 2: Time Travelers' Convention
(50 points)

The MIT Time Travel Society (MITTTS) has invited seven famous historical figures to each give a
lecture at the annual MITTTS convention, and you've been asked to create a schedule for them.
Unfortunately, there are only four time slots available, and you discover that there are some

.« e e .
restrictions on how you can schedule the lectures and keep all the convention attendees happy. For
instance, physics students will be disappointed if you schedule Niels Bohr and Isaac Newton to
speak during the same time slot, because those students were hoping to attend both of those

lectures. M Q9 fPOWLS

After talking to some students who are planning to attend this year's convention, you determine
that they fall into certain groups, each of which wants to be able to see some subset of the time-
traveling speakers. (Fortunately, each student identifies with at most one of the groups.) You write
down everything you know:

The list of guest lecturers consists of Alan Turing, Ada Lovelace, Niels Bohr, Marie Curie,
Socrates, Pythagoras, and Isaac Newton.

1) Turing has to get home early to help win World War II, so he can only be assigned to the
1pm slot.

2) The Course VIII students want to see the physicists: Bohr, Curie, and Newton.

3) The Course XVIII students want to see the mathematicians: Lovelace, Pythagoras, and
Newton.

4) The members of the Ancient Greece Club wants to see the ancient Greeks: Socrates and
Pythagoras.

5) The visiting Wellesley students want to see the female speakers: Lovelace and Curie.
6) The CME students want to see the British speakers: Turing, Lovelace, and Newton.

7) Finally, you decide that you will be happy if and only if you get to see both Curie and
Pythagoras. (Yes, even if you belong to one or more of the groups above.)

Ol/\ wlwéz dil his
\Pd( Gan H’ dgn(
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Part A (5 points)

That's a lot of preferences to keep track of, so you decide to draw a diagram to help make sense of
it all. Draw a line between the initials of each pair of guests who must not share the same time slot.

This diagram is repeated on the tear off sheet.




Part B (15 points)

You decide to first assign the time slots (which conveniently happen to be 1. 2. 3, and ) by
using a depth-first search with no constraint propagation. The only check is to be sure each
new assignment violates no constraint with any previous assignment. As a tiebreaker, assign a
lecturer to the earliest available time slot (so as to get them back to their own historical eras as
soon as possible).

In the tree below, Alan Turing has already been scheduled to speak at 1 pm, in accordance with
constraint #1. Continue filling in the search tree up to the first time you try (and fail) to assign a
time slot to Isaac Newton, at which point you give up in frustration and move on to Part C in O\‘\ b%l

search of a more sophisticated approach. , ]l :
g5 oate foog L ay

T W ‘4
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Part C (20 points)

You're not fond of backtracking, so rather than wait and see just how much backtracking you'll
have to do, you decide to start over and use depth-first search with forward checking
(constraint propagation through domains reduced to size 1). before your tiebreaker is to
assign the earliest available time slot.
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What is the final lecture schedule you hand in to MITTTS?
\ P

L pm: Ti// [/W B

2 pm: L- 6

- 0
-

Part D (10 points)

Now, rather than backtracking, you're concerned about the amount of time it takes to keep track of
all those domains and propagate constraints through them. You decide that the problem lies in the
ordering of the guest list. Just then, you get a call from the MITTTS president, who informs you

that Alan Turing's schedule has opened up and he is now free to speak during any one of the
four time slots.

Armed with this new information, you reorder the guest list to maximize your chances of

quickly finding a solution. In particular, which lecturer do you now assign a time slot to
first, and why?

Maﬂ (Of\ﬁ?f/w\:reeg @Vewi(ﬁnJ [%L /
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Tear off sheet, you need not hand
this sheet in.

You may use the following alpha-beta mini-max pseudo code as a reference:

alpha beta search(node, alpha = -infinity, beta = +1nf1n1ty
v = max value(node, alpha, beta) 6 %
return the action associated with v \/JM/‘{, u

max value (node, alpha, beta)
if is leaf (node)
return static_value (node)
v = —-infinity
for child in children (node) :
v = MAX (v, min-value(child, alpha, beta))
if v >= beta

return v
alpha = MAX (alpha, wv)
return v

min-value (node, alpha, beta)

if is leaf (node)
return static value (node)

v = +infinity

for child in children(node) :
v = MIN (v, max-value (child, alpha, beta))
if v <= alpha

return v

A§b1 Pﬁdso beta = MIN (beta, v)
return v
(1

Problem 1, part A
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Probem 1, part Bl

MAX

MIN

MAX °
MIN °

Problem 2, part A
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6.034 Quiz 2
October 21, 2009

Name  CUHARLES  LoHTTS

EMail

Circle your TA and recitation time, if any, so that we can more easily autery0ur score in our
records and return your quiz to you promptly.

TAs Thu Fri
Erica Cooper Time  Instructor Time Instrucler
11-12  Gregory Marton 1-2  Randall Davis

Matthew Peairs
12-1 Gregory Marton 2-3 Randall Davis

Charles Watts 1.2 Bob Berwick 3-4  Randall Davis
Mark Seitter 2-3 Bob Berwick
Yuan Shen 3-4 Bob Berwick

Jeremy Smith

Olga Wichrowska

Problem number Maximum Score Grader

L 50
2 50
Total 100

There are 11 pages in this quiz, including this one. In
addition, tear-off sheets are provided at the end with
duplicate drawings and data.

As always, open book, open notes, open just about
everything.

6.034 Quiz 2
October 21, 2009 E il

Name  CHARLES  wo#TTS

EMail

Circle your TA and recitation time, if any, so that we can more easilylem
records and return your quiz to you promptly.

our score in our

TAs Thu Fri

Erica Cooper Time Instructor Time Instructor
Matthew Peairs 11-12 Gregory Marton 1-2 Randall Davis
12-1 Gregory Marton  2-3  Randall Davis

Charles Watts -2 Bob Berwick 3-4  Randall Davis
Mark Seifter 2-3 Bob Berwick

Yuan Shen 3-4 Bob Berwick

Jeremy Smith

Olga Wichrowska

Problem number Maximum Score Grader

1 50
2 50
Total 100

There are 11 pages in this quiz, including this one. In
addition, tear-off sheets are provided at the end with
duplicate drawings and data.

As always, open book, open notes, open just about
everything.



Problem 1:Games (50 points)

For your reference in working this problem, pseudo code for the standard version
of minimax with alpha beta is given on the tear off sheet at the end.

Part A: Working with a maximally pruned tree (25 points)

For the following min-max tree, cross out those leaf nodes for which alpha-beta search would

NOt do static evaluations in the best case possible (minimum number of static evaluations,
maximum pruning of nodes to be statically evaluated).
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Part Al ¢ prune of Pz

Now, list the leaf nodes at which alpha-beta would do static evaluations in the best case possible.

n vy r s

PartA2 4 pts

What is the final value returned by the alpha beta search in the best case possible for the given
tree? Express your answer as the simplest function of the static values of the leaf nodes (e.g. take
n to be the static value at the leaf node labeled n). Your function may contain operations such as
max and min.

n

Part A3 g ¢ts

What constraints ensure best case possible (minimum static evaluation) for the given tree? State
your constraints as inequalities on the static values of the leaf nodes.
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Part A4 4t vts €ach
Suppose your static evaluation function, S(node), is modified as follows:

S'(node) = 42 x S(node) + 1000. (If S(node) = 1, S'(node) = 1042)
Would your answer for Part A1 be the same for all possible S(node) values? Yes No
Suppose your function were

S'(node) = - 42 x S(node) + 1000.

Would your answer for Part A1 be the same for all possible S(node) values? Yes Nf’_




Explain your reasoning in less than 4 meaningful sentences or give a short proof,

A??l‘ﬁ'[m Sex) = 42 x +1000 o all 3 constennty a A3 decs et
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Part B1: Digging Progressively Deeper (10 points)

You decide to put your 6.034 knowledge to good use by entering an adversarial programming
contest. In this contest, one player (your opponent) is tasked with optimizing the running time of
alpha beta search with progressive deepening. Your goal, as her adversary, is to slow down her
algorithm. Remembering a key insight from 6.034: node order affects the amount of alpha-beta
pruning, you decide to do the exact opposite: you decide to reorder your opponent's search tree so
as to eliminate alpha beta pruning. To practice, you perform your anti-optimization on the
following tree.

MIN

Reorder the nodes of the tree at every level such that alpha-beta search does no pruning. You may

only reorder nodes (you cannot reattach a node to a different parent). Show your reordered tree
below:

MAX
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Part B2 (5 points)

For the tree given below (not the same tree as in B1), perform alpha beta search. Do your work
on the tree as given; do no reordering. List the leaf nodes (letter) in the order that
they are statically evaluated in the box below the tree.
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Part B3 (10 points)

Now, you are to repeat your alpha beta search, but this time with initial values for alpha =2
and beta = 7. List, in the box below thetree, the leaf nodes in the order that they
are statically evaluated, given initial alpha = 2, andj:etiz =?-7'
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What is the best move according to the search with alpha = 2 and beta = 7? 396
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Problem 2: Time Travelers' Convention
(50 points)

The MIT Time Travel Society (MITTTS) has invited seven famous historical figures to each give a
lecture at the annual MITTTS convention, and you've been asked to create a schedule for them.
Unfortunately, there are only four time slots available, and you discover that there are some
restrictions on how you can schedule the lectures and keep all the convention attendees happy. For
instance, physics students will be disappointed if you schedule Niels Bohr and 1saac Newton to
speak during the same time slot, because those students were hoping to attend both of those
lectures.

After talking to some students who are planning to attend this year's convention, you determine
that they fall into certain groups, each of which wants to be able to see some subset of the time-
traveling speakers. (Fortunately, each student identifies with at most one of the groups.) You write
down everything you know:

The list of guest lecturers consists of Alan Turing, Ada Lovelace, Niels Bohr, Marie Curie,
Socrates, Pythagoras, and [saac Newton.

1) Turing has to get home early to help win World War 11, so he can only be assigned to the

lpm slot.

2) The Course VIII students want to see the physicists: Bohr, Curie, and Newton.

3) The Course X V111 students want to see the mathematicians: Lovelace, Pythagoras, and
Newton.

4) The members of the Ancient Greece Club wants to sec the ancient Greeks: Socrates and
Pythagoras,

5) The visiting Wellesley students want to see the female speakers: Lovelace and Curie.

6) The CME students want to see the British speakers: Turing, Lovelace, and Newton.

7) Finally, you decide that you will be happy if and only if you get to see both Curie and

Pythagoras. (Yes, even if you belong to one or more of the groups above.)

—

Part A (5 points)

That's a lot of preferences to keep track of, so you decide to draw a diagram to help make sense of
it all. Draw a line between the initials of each pair of guests who must not share the same time slot,

This diagram is repeated on the tear off sheet.




Part B (15 points)

You decide to first assign the time slots (which conveniently happen to be 1, 2, 3, and 4 pm) by
using a depth-first search with no constraint propagation. The only check is to be surc cach
new assignment violates no constraint with any previous assignment. As a ticbreaker, assign a
lecturer to the earliest available time slot (so as to get them back to their own historical eras as
soon as possible).

In the trce below, Alan Turing has alrcady been scheduled to speak at 1 pm, in accordance with
constraint #1. Continue filling in the search trec up to the first time you try (and fail) to assign a

time slot to [saac Newton, at which point you give up in frustration and move on to Part C in
search of a more sophisticated approach.
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Part C (20 points)

You're not fond of backtracking, so rather than wait and see just how much backtracking you'll
have to do, you decide to start over and use depth-first search with forward checking
(constraint propagation through domains reduced to size 1). As before, your tiebreaker is to
assign the earliest available time slot.
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What is the final lecture schedule you hand in to MITTTS?
- T, P, B

o S L

spm

apar N

Part D (10 points)

Now, rather than backtracking, you're concerned about the amount of time it takes to keep track of
all those domains and propagate constraints through them. You decide that the problem lies in the
ordering of the guest list. Just then, you get a call from the MITTTS president, who informs you
that Alan Turing's schedule has opened up and he is now free to speak during any one of the
four time slots.

Armed with this new information, you reorder the guest list to maximize your chances of
quickly finding a solution. In particular, which lecturer do you now assign a time slot to
first, and why?

Ne whon, be canse he hac the most
Cons'\‘ra'lr\’i's,




bj2§
6.034 Quiz 2 \ g
20 October 2010 Practi

Name '

email !

Circle your TA and recitation time (fOI’ 1 point), so that we can more easily enter your score in
our records and return your quiz to you promptly.

TAs Thu Fri
Martin Couturier Time Instructor Time ||Instructor
1-2 Bob Berwick 1-2 ||Randall Davis
Kenny Donahue
2-3 Bob Berwick 2-3 Randall Davis
Charles Watts 3-4 Bob Berwick 3-4 ||Randall Davis

Gleb Kuznetsov

Kendra Pugh

Mark Seifter

Yuan Shen

Problem number || Maximum |Score |Grader
1 50
2 50 |
Total 100

There are 15 pages in this quiz, including this one, but not including
blank pages and tear-off sheets. Tear-off sheets are provided at the end
with duplicate drawings and data. As always, open book, open notes,
open just about everything, including a calculator, but no computers.



Problem 1: Games (50 points)

Part A: Minimax (10 points)

A1: Perform Minimax (5 points)

Perform the minimax algorithm, without alpha-beta, on this tree. Write the minimax value at each

node.
MAX o
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A2: Rotate the Tree (5 points) ( (& Ql
v Ny

Using the minimax calcluations from part A1, without performing any alpha-beta calculation, rotate
the children of each node in the above tree at every level to ensure maximum alpha-beta pruning. s Fﬂ (
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Part B: Alpha Beta (30 points)

While playing a game, you find yourself in the situation indicated by the following tree.

Mpra [ Bea
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1 AC Mpha | Beta
A
MIN Npra ) Bets 31 pha | Beta Aphy | Beta (54)
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A
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0
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MIN “n (34)

AP AQ AR AS
an (43} 32) 34)

Because this tree is difficult to read, the the tree has been broken into two
subtrees, shown on the next two pages. Do all your work on those subtrees,
not the tree shown above. The tree above is merely meant to show how the
two subtrees connect. Note that the root node AA is shown in both halves.

B1 The Game Tree (7 points)

You are provided with static values at all the nodes. In this part of the problem, you

are to ignore the static values at intermediate notes. You are to use only the values
on the leafnodes. ———— ————

Perform the alpha-beta algorithm on the graph tree on the next two pages.

1) Use the boxes to help you perform your alpha-beta calculations as needed.

2) Draw an 'X' through any branch that is blocked from further consideration by
an alpha-beta calculation.

3) Assume no progressive deepening
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B2 Evaluations (20 points)

How many nodes were statically evaluated and which were they?

# Evals Nodes:

B3 Move (3 points)

What move is chosen as the best? What node in the deepest level is the maximizing player trying to
move towards?

AA—> Moving Toward:




Part C: Progressive Deepening (10 points)

Assume you have the same setup as in Part B, except this time, you have an 5-second time-limit for
each move. Each static evaluation takes 1 second. Assume there is no time associated with building
the alpha-beta tree and no time associated with performing the alpha beta search. You are to use
progressive deepening and alpha-beta together.

Before performing alpha-beta at any level, use all you know from previous calculations to reorder the

nodes at ALL higher levels as much as possible. Naturally, for any reordering, a value produced by
search from static values lower down is better than a static value or a value produced by a less-deep
search. Assume reordering takes zero time.

—_————

Assume that the static values calculated are those shown in the diagram. You are to show us what work
would be done by the maximizer at AA during the 5 seconds available to move.

C1 The tree (4 points)

Draw the reordered tree of evaluated nodes.

C2 Evaluations (4 points)”——

How many nodes were statically evaluated during the 5 seconds available to the maximizer at AA. In
which order were they evaluated?

# Evals Nodes:

C3 Move (2 points)

What move is chosen as the best during the available 5 seconds? What is the deepest node that we are
trying to move toward? Use all the static evaluation values that the maximizer is able to calculate to
make your decision.

i AA--> Moving Toward:

|
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Problem 2: Constraint Propagation(50
points)

Two of your TA's, Martin and Kenny were given the task of putting together two 20x10, 200 piece
jigsaw puzzles. Unfortunately, a child has painted all the pieces black.

The following shapes are representative of the shapes of interior pieces (thus, the shapes shown are
not all of the shapes involved). Note that each side of the interior pieces has a concavity or a

protrusion. In spite of our limited drawing skills, there is just one protrusion shape and one concavity
shape, so any protrusion will fit into any concavity.

Edge pieces are like interior pieces except that they have one flat side. Corner pieces are like interior
pieces except that they have two adjacent flat sides.



Because all pieces are the same size, the final puzzle can be represented as a grid of (X,Y) coordinates,

where each set of coordinates is a location of a puzzle piece. The puzzle is 20 pieces wide by ten pieces
tall.

Part A: Setting Constraints (15 points)

While Kenny sets out to solve the puzzle in the typical fashion, Martin sees that this is just another
constraint problem and sets out to solve it using what he learned while taking 6.034:

1. He decides that the puzzle locations are the problem variables.
2. He decides to treat all 200 pieces as values (thus, the pieces, not their shapes, are values).

3. He notes that an oracle has put all 200 pieces in their correct orientation (thus, each
physical piece is one value, not four. Rotationisgl,o_t_aﬂmvm simplify your work).

4. He devises this list of constraints:

a) Piece locations around the edge of the puzzle must contain a piece with one flat edge that is
facing outward from the center of the puzzle.

b) Piece locations at the corners must contain a piece with two flat edges that are facing
outward from the center of the puzzle.

c) Piece locations not around the edge of the puzzle must not contain a puzzle piece with any
flat edges

d) All four sides of a puzzle piece must be compatible with all of the pieces around it.

e) No two locations can contain the same piece.



A1 (6 points)

Draw a graph of the variable nodes for the subset of the puzzle containing the 9 piece locations shown

below. Indicate constraints between pairs of variable nodes by drawing one line for each such
pairwise constraint. Suggestion: arrange all your nodes in a circle.

1 2 3
4 ) 6
i 8 9
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A2 (9 points)

Thinking that constraints 1-4 can serve as a good starting point to solve any puzzle, and remembering
that oracle has spoken, so all pieces are provided in the correct orientation, Martin decides to use
the constraints to simplify the starting domains for each of the piece locations. Describe the domains
for A, B, C after the initial constraints have been applied.

20 wide

Piece Location LDescription of pieces in Size of domain
'the domain

11



Part B: Checking Neighbors (8 points)

While solving the puzzle, Martin places piece A in location 1. He is running the Domain Reduction
Algorithm using forward checking. The domain of location 2 is shown as it was before A was placed.

Domain of location 2 before placement of A :

Again, noting that no rotation is allowed, and that, all protrusions fit successfully into all concavities in
spite of our limited drawing skills, what happens after he places piece A and why?

12




Part C: Neighbors of Neighbors (27 points)

C1 (5 points)

Nearing completion of the puzzle, Martin encounters a cluster of 4 empty piece locations. (there are 4
other empty spaces elsewhere). He still has a total of 8 pieces. Considering only constraints imposed by
the neighbors of the 4 empty piece locations shown, fill in the domain table for each of the piece
locations. Once again note that all pieces are shown in the only orientation allowed,

i
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C2 (10 points)

Once again noting that all pieces are shown in the only orientation allowed, complete this section of the
puzzle using depth-first search with forward checking and propagation through singleton
domains. Again assume that, all protrusions fit successfully into all concavities.

Assinging the variables, 1, 2, 3, 4, in numerical order, draw the search tree that is evaluated using
forward checking with singleton propagation. Be sure to try assignments in lexicographic order.

Work carefully, because we will award points only for the fraction of the search done right, so
early mistakes will be worse that late mistakes or not completing the search.

14



C3 (4 points)

What is the final solution to this region of the puzzle?

Variable Value
1

2

C4 (3 points)

List the partial paths in your tree where constraint checking fails.

C5 (5 points)

Looking at your answer to C1, how might we adjust the search to find solutions with less backtracking?

15
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6.034 Quiz 2 Problem 1: Games (50 points)
720709t9b¢lr 2__010

N WORBERT ) ELER a Minimax (10 points)

email ‘ 7 A A1: Perform Minimax (5 points)
Circle your TA and recitation time (for 1 point), s0 that we can more easily enter your score in Perform the minimax algorithm, without alpha-beta, on this trec.
our records and return your quiz to you promptly. nede.
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e e T A2: Rotate the Tree (5 points)

Using the minimax calcluations from part A1, without performing any alpha-beta calculation, rotate
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with duplicate drawings and data. As always, open book, open notes,
open just about everything, including a calculator, but no computers.
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Part B: Alpha Beta (30 points)
While playing a game, you find yourself in the situation indicated by the following tree.
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Because this tree is difficult to read, the the tree has been broken into two
subtrees, shown on the next two pages. Do all your work on those subtrees,
not the tree shown above. The tree above is merely meant to show how the
two subtrees connect. Note that the root node AA is shown in both halves.

B1 The Game Tree (7 points)

You are provided with static values at all the nodes. In this part of the problem, you
are to ignore the static values at intermediate notes. You are to use only the values

on the leaf nodes.
Perform the alpha-beta algorithm on the graph tree on the next two pages.

1) Use the boxes to help you perform your alpha-beta calculations as needed.

2) Draw an 'X' through any branch that is blocked from further consideration by

an alpha-beta calculation.
3) Assume no progressive deepening
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B2 Evaluations (20 points)
How many nodes were statically evaluated and which were they?

#Evals __[ Nodes: AP, AQ AR AT, AU, AX, BA

Hpha [ Beta

4237

B3 Move (3 points)

‘What move is chosen as the best? What node in the deepest level is the maximizing player trying to
move towards?

AA—> AB Moving Toward: _AY




Part C: Progressive Deepening (10 points)

Assume you have the same setup as in Part B, except this time, you havé an 5-second time-limit for
each move, Each static evaluation takes 1 second. Assume there is no tirne associated with building
the alpha-beta tree and no time associated with performing the alpha betd search. You are to use
progressive deepening and alpha-beta together.

Before performing alpha-beta at any level, use all you know from previous calculations to reorder the
nodes at ALL higher levels as much as possible. Naturally, for any reordering, a value produced by
search from static values lower down is better than a static value or a value produced by a less-deep
search. Assume reordering takes zero time.

Assume that the static values calculated are those shown in the diagram. You are to show us what work
would be done by the maximizer at AA during the 5 seconds available to move.

C1 The tree (4 points)
Draw the reordered tree of evaluated nodes.

/@ < VTOFF
@/@ 7’%@

C2 Evaluations (4 points)

How many nodes were statically evaluated during the 5 seconds available to the maximizer at AA. In
which order were they evaluated?

# Evals 5 Nodes: AR, AC ., AF, AG,AD

C3 Move (2 points)

What move is chosen as the best during the available 5 seconds? What is the deepest node that we are
trying to move toward? Use all the static evaluation values that the maximizer is able to calculate to
make your decision.

AA—> AC Moving Toward: AF

<0 /g0

Problem 2: Constraint Propagation(50 points)

Two of your TA's, Martin and Kenny were given the task of putting together two 20x10, 200 piece
jigsaw puzzles. Unfortunately, a child has painted all the pieces black,

The following shapes are representative of the shapes of interior pieces (thus, the shapes shown are
not all of the shapes involved). Note that each side of the interior picces has a concavity or a
protrusion. In spite of our limited drawing skills, there is just one protrusion shape and one concavity
shape, so any protrusion will fit into any concavity.

Hs-‘
¥ oo

Edge pieces are like interior pieces except that they have one flat side. Corner pieces are like interior
pieces except that they have two adjacent flat sides.



Because all pieces are the same size, the final puzzle can be represented as a grid of (X,Y) coordinates, A1 (6 points)

where each set of coordinates is a location of a puzzle piece. The puzzle is 20 pieces wide by ten pieces
tall, Draw a graph of the variable nodes for the subset of the puzzle containing the 9 piece locations shown
below. Indicate constraints between pairs of variable nodes by drawing one line for each such
* pairwise constraint. Suggestion: arrange all your nodes in a circle.
X
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Part A: Setting Constraints (15 points)

While Kenny sets out to solve the puzzle in the typical fashion, Martin se¢s that this is just another
constraint problem and sets out to solve it using what he learned while taking 6.034:

KN,

1. He decides that the puzzle locations are the problem variables.
2. He decides to treat all 200 pieces as values (thus, the pleces, not their shapes, are values).

3. He n‘otes that an oracle has put all 200 pieces in their correct orientation (thus, each
physical picce is one value, not four. Rotation is not allowed to simplify your work).

4. He devises this list of constraints:
a) Piece locations around the edge of the puzzle must contain a piece with one flat edge that is
facing outward from the center of the puzzle.
b) Piece locations at the corners must contain a piece with two flat edges that are facing
outward from the center of the puzzle.

c) Piece locations not around the edge of the puzzle must not contain a puzzle piece with any ac =2
flat cdggs {H‘s Han :UT"Pohh on oﬂ: _:'_5’__\3 whitha Ke : K-cj kecavse ';
d) All four sides of a puzzle piece must be compatible with all of the pieces around it. (:3 <—\6/
¢) ' No two locations can contain the same piece. ) | consfraint ()] Hhe other part becsse of Constramd o). )




A2 (9 points)

Thinking that constraints 1-4 can serve as a good starting point to solve any puzzle, and remembering
that oracle has spoken, so all pieces are provided in the correct orientation, Martin decides to use
the constraints to simplify the starting domains for each of the piece locations. Describe the domains
for A, B, C after the initial constraints have been applied.

10 high

6”c1

20 wide "6'6 e |44
Picce Location Description of pieces in Size of domain
the domain
dhe corer. pgee onented o

A ke ﬂ (flat m‘tﬁ&\ 1
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B ¥ 144 \/
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Part B: Checking Neighbors (8 points)

While solving the puzzle, Martin places picce A in location 1. He is running the Domain Reduction
Algorithm using forward checking. The domain of location 2 is shown as it was before A was placed.

ping
Sk

Domain of location 2 before placement of A :

g

Again, noting that no rotation is allowed, and that, all protrusions fit successfully into all concavities in
spite of our limited drawing skills, what happens after he places piece A and why?

“The Bbmam s lelehion e s \raaw.eb +o @,%ﬁagg:
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Part C: Neighbors of Neighbors (27 points)

C1 (5 points)

Nearing completion of the puzzle, Martin encounters a cluster of 4 empty piece locations. (there are 4
other empty spaces elsewhere). He still has a total of 8 pieces. Considering only constraints imposed by
the neighbors of the 4 empty piece locations shown, fill in the domain table for each of the piece
locations. Once again note that all pieces are shown in the only orientation allowed,

XL
Eibd

el el
 EERE

s[5

Variable Domain

: B, C, H .

7
KD EF G

3 A, g v

pd
4 B, D, F v

C2 (10 points)

Once aga.m noting that all pieces are shown in the only orientation allowed, compictc this section of the
puzzle using depth-first search with forward checking and propagation through singleton
domains, Again assume that, all protrusions fit successfully into all concavities.

Assinging the variables, 1, 2, 3, 4, in numerical order, draw the search tree that is evaluated using
forward checking with singleton propagation. Be sure to try assignments in lexicographic order.

Work carefully, because we will award points only for the fraction of the search done right, so
early mistakes will be worse that late mistakes or not completing the search.
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C3 (4 points)
What is the final solution to this region of the puzzle?

Variable Value
1 v
e
2 D v
3 € \/
‘4 B \/
C4 (3 points)
List the partial paths in your tree where constraint checking fails.
BE V
v
BG
C A
C5 (5 points)

Looking at your answer to C1, how might we adjust the search to find solutions with less backtracking?
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Problem 1: Games (40 points)

This part makes reference to the following tree. Each node has a label, and a number which Tepresents
the value returned by the static evaluator at that node. The numbers on the right indicate ply.

max 6 0
® OERONNG 1
- o ® FEORO®DO® B
m OO G OO OOO® G
mHOOOOOOOO® OO®E®®

The tree is reprinted in larger scale for your convenience at the end of the test.

Part A: It’s Your Move (15 points) ¥4

It’s your move as the maximizing player. You plan to use the minimax algorithm without alpha-beta
pruning to find your move, but you only have time to £0 at most three plies deep, so you do static
evaluation at level 3 in the diagram (or at higher levels in parts of the tree that do not go all the way to

level 3). What move do you choose? £ / J; ¢
¥ . ' r’ : p { B
AL ned poe ' > AN 2 AT
Of‘- ‘1“. . :
What is the value associated with that move?
R | |

How many nodes needed to be statically evaluated during the application of the minimax algorithm?
_—-—'_'_—.._,

)




Part B: Your opponent responds (10 points) -

Given the move you chose in Al, what is your opponent’s move in response? Assume he also has time
to go at most three plies beyond the move you have chosen in Part A, the move that takes you to ply 1.

_ A IS
What is the value of that move?

7 P2

Part C: Improve your search (15 points) ]

You realize that you can use alpha-beta to improve the efficiency of your search. You start over on the
problem, ignoring all the computation you did in Part A and Part B. Using the minimax algorithm with
alpha-beta pruning you decide you can go to the bottom of the game tree, performing static evaluation

at level 4 (or at higher levels in parts of the tree that do not go all the way to level 4) . What is your

best move now? | ; B

. Aoy Tle 07t

A ' B Y ol fore

3 loals  before

What is the value of that move?

List the nodes you statically evaluated in the order they were evaluated.




Problem 2: Constraint Propagation (40 points)

In honor of MIT 150, MIT has decided to open a new zoo in Killian Court. They have 0btainéﬂj‘>
animals andbuilt 4 enclosures. Because there are more animals than enclosures, some animals have to
be in the same enclosure as others. However, the animals are very picky about who they live with. The
MIT administration is having trouble assigning animals to enclosures, just as they often have trouble
assigning students to residences. As you have taken 6.034, they have asked you to plan where each
animal goes. :

The animals chosen are a LION, ANTELOPE, HYENA, EVIL LION, HORNBILL, MEERKAT,
and BOAR. — e e

They have given you the plans of the zoo layout:

1 2 3

P

r | Ow

Each numbered area is a zoo enclosure. Multiple animals can go into the same enclosure, and not all
enclosures have to be filled.

Each animal has restrictions about where it can be placed.
* The LION and the EVIL LION hate each other, and do not want to be in the same enclosure.
* The MEERKAT and BOAR are best friends, and have to be in the same enclosure. -
*  The HYENA smells bad. Only the EVIL LION will share his enclosure.
* The EVIL LION wants to eat the MEERKAT, BOAR., and HORNBILL.
* The LION and the EVIL LION want to eat the ANTELOPE so badly that the ANTELOPE

cannot be in either the same enclosure with or in an enclosure adjacent to either the LION or
EVIL LION. —_—

*  The LION annoys the HORNBILL, so the HORNBILL doesn't want to be in the LION's
enclosure.

* The LION is the kin_g, $o he wants to be in enclosure'_]/.,»‘
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Part A (5 points)

Ben is trying to solve the problem, but he didn't take 6.034 and refuses to believe that constraint
propagation works. Because of this, he is determined to do a search with absolutely no domain
reduction, constraint checking, or constraint propagation (he's not very smart). Ben only checks to see
if an assignment is ok once all animals have been assigned to enclosures. What is the size of the tree
that Ben will have to search through to find all solutions?

i e

Part B (10 points)

Before starting your search, you realize that you can eliminate some assignments right away. Your
friend, Theopholus Teeya, runs through the constraints and determines that some assignments are
obviously inconsistent with those constraints, producing the/ following chart of possible assignments; x
means the assignment of the enclosure associated with the column is not possible:

Vi

LION 1 % % X
HORNBILL X 2 3 4
ANTELOPE X X 3 4
EVIL LION X 2 3 4
HYENA X 2 3 4
MEERKAT 1 > 3 4
BOAR 1 2 3 4




Assume Theopholus conclusions are correct; then, use the reduced domains found by Theopholus

L]
to find one solution by doing forward checking, Wlth propagation through domains

reduced by any number of values. Break ties in numerical order (1,2,3,4).
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Part C (10 points)

Mercy Lestier, another friend, believes Theopholus could do more to reduce the domains before

starting with forward checking. She is right. Demonstrate by crossing out all additional domain
values that can be eliminated by repeated use the domain reduction algorithm.

LION )

X X X
HORNBILL X X < 4
ANTELOPE X X )4 (3) f) /
EVIL LION X (2) X A
HYENA X &P, 5 X CL,
MEERKAT 1 g\ 3 4
BOAR 1 2 3 4



Part D (10 points)

Using the reduced domains found in part C, find one solution by doing forward checking,

L]
Wlth propagation through domains reduced by A1y number of values. Break

ties in numerical order (1,2,3,4).

LION
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HORNBILL :

9 L
J |
ANTELOPE :‘-!
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Part E (5 points)

Write the animal names in their final locations in the zoo.
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Problem 3: Constraints in Drawings (20 points)

You are working on a problem set with various friends. In one question, you are presented with the
drawing below, consisting of arrow junctions and junctions with just one line attached. You are to
find junction labellings consistent with each other in the three-face world, which means there are just
three ways to label the arrows, as shown. Junctions with just one line attached provide no constraint.
You pile up all three labels on each of the four arrow junctions and start to work. Your friends Joshua,
Jason, and Justin say that there is no constraint that eliminates any of the 12 junctions you have piled
up, so there must be  3*=81 ways to interpret the drawing such that the three-face world constraints
are obeyed. Sarah, Stephanie, and Susana say they are nuts. 4
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If you think the Js are correct, explain why:
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If you think the Ss are correct, determine the number of ways the drawing can be interpreted (show
your work).
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The LION and the EVIL LION hate each other, and do not want to be in the same enclosure.
The MEERKAT and BOAR are best friends, and have to be in the same enclosure.

The HYENA smells bad. Only the EVIL LION will share his enclosure.

The EVIL LION wants to eat the MEERKAT, BOAR, and HORNBILL.

The LION and the EVIL LION want to eat the ANTELOPE so badly that the ANTELOPE
cannot be in either the same enclosure with or in an enclosure adjacent to either the LION or
EVIL LION.

The LION annoys the HORNBILL, so the HORNBILL doesn't want to be in the LION's
enclosure.

The LION is the king, so he wants to be in enclosure 1.

LION \q )é\ ﬁ; Wl
HORNBILL .4 2 3 4
ANTELOPE A .4 3 (4/
EVIL LION A (2) 3 4
HYENA v 3 4
MEERKAT 1 3 4
BOAR 1 3 4
T | . .
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Problem 1: Games (40 points)

This part makes reference to the following tree. Each node has a label, and a number which represents
the value returned by the static evaluator at that node. The numbers on the right indicate ply.
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The tree is reprinted in lar ger scale ror your convenience at the end of the test.

Part A: It’s Your Move (15 points)

It’s your move as the maximizing player. You plan to use the minimax algorithm without alpha-beta
pruning to find your move, but you only have time to go at most three plies deep, so you do static
evaluation at level 3 in the diagram (or at higher levels in parts of the tree that do not go all the way to
level 3). What move do you choose?

[TC-

What is the value associated with that move?
o7

N

How many nodes needed to be statically evaluated during the application of the minimax algorithm?

1]




Part B: Your opponent responds (10 points)

Given the move you chose in Al, what is your opponent’s move in response? Assume he also has time
to go at most three plies beyond the move you have chosen in Part A, the move that takes you to ply 1.

.

7\
Vi S

What is the value of that move?

i
i

Part C: Improve your search (15 points)

You realize that you can use alpha-beta to improve the efficiency of your search. You start over on the
problem, ignoring all the computation you did in Part A and Part B. Using the minimax algorithm with
alpha-beta pruning you decide you can go to the bottom of the game tree, performing static evaluation
atlevel 4 (or at higher levels in parts of the tree that do not go all the way to level 4) . What is your
best move now?

What is the value of that move?

List the nodes you statically evaluated in the order they were evaluated.
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Problem 2: Constraint Propagation (40 points)

In horior of MIT 150, MIT has decided to open a new zoo in Killian Court. They have obtained 7
animals and built 4 enclosures. Because there are more animals than enclosures, some animals have to
be in the same enclosure as others. However, the animals are very picky about who they live with. The
MIT administration is having trouble assigning animals to enclosures, just as they often have trouble
assigning students to residences. As you have taken 6.034, they have asked you to plan where each
animal goes.

The animals chosen are a LION, ANTELOPE, HYENA, EVIL LION, HORNBILL, MEERKAT,
and BOAR.

They have given you the plans of the zoo layout:

Each numbered area is a zoo enclosure. Multiple animals can go into the same enclosure, and not all
enclosures have to be filled.

Each animal has restrictions about where it can be placed.

L J

The LION and the EVIL LION hate each other, and do not want to be in the same enclosure.
The MEERKAT and BOAR are best friends, and have to be in the same enclosure.

The HYENA smells bad. Only the EVIL LION will share his enclosure.

The EVIL LION wants to eat the MEERKAT, BOAR, and HORNBILL.

The LION and the EVIL LION want to eat the ANTELOPE so badly that the ANTELOPE
cannot be in either the same enclosure with or in an enclosure adjacent to either the LION or
EVIL LION.

The LION annoys the HORNBILL, so the HORNBILL doesn't want to be in the LION's
enclosure.

The LION is the king, so he wants to be in enclosure 1.



Part A (5 points)

Ben is trying to solve the problem, but he didn't take 6.034 and refuses to believe that constraint
propagation works. Because of this, he is determined to do a search with absolutely no domain
reduction, constraint checking, or constraint propagation (he's not very smart). Ben only checks to see
if an assignment is ok once all animals have been assigned to enclosures. What is the size of the tree
that Ben will have to search through to find all solutions?

P SO L,

Part B (10 points)

Before starting your search, you realize that you can eliminate some assignments right away. Your
friend, Theopholus Teeya, runs through the constraints and determines that some assignments are
obviously inconsistent with those constraints, producing the following chart of possible assignments; x
means the assignment of the enclosure associated with the column is not possible:

LION 1 X X X
HORNBILL X 2 3 4
ANTELOPE X X 3 4
EVIL LION X 2 3 4
HYENA X 2 3 4
MEERKAT 1 2 3 4
BOAR 1 2 3 4



Assume Theopholus conclusions are correct; then, use the reduced domains found by Theopholus

L
to find one solution by doing forward checking, Wlth propagation through domains

reduced by any number of values. Break ties in numerical order (1,2,3,4).
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Part C (10 points)

Mercy Lestier, another friend, believes Theopholus could do more to reduce the domains before

starting with forward checking. She is right. Demonstrate by crossing out @ll additional domain
values that can be eliminated by repeated use the domain reduction algorithm.

LION

1 X X X
HORNBILL X X 3 4
ANTELOPE X X oS 4
EVIL LION X 2 s *
HYENA X 2 3 F-3
MEERKAT 1 % 3 4
BOAR 1 2 3 4



Part D (10 points)

Using the reduced domains found in part C, find one solution by doing forward checking,

WIth propagation through domains reduced by &Iy number of values. Break

ties in numerical order (1,2,3,4).
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Part E (5 points)

Write the animal names in their final locations in the zoo.
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Problem 3: Constraints in Drawings (20 points)

You are working on a problem set with various friends. In one question, you are presented with the
drawing below, consisting of arrow junctions and junctions with just one line attached. You are to
find junction labellings consistent with each other in the three-face world, which means there are just
three ways to label the arrows, as shown. Junctions with just one line attached provide no constraint.
You pile up all three labels on each of the four arrow junctions and start to work. Your friends Joshua,
Jason, and Justin say that there is no constraint that eliminates any of the 12 junctions you have piled
up, so there must be  3*=81 ways to interpret the drawing such that the three-face world constraints
are obeyed. Sarah, Stephanie, and Susana say they are nuts.
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If you think the Js are correct, explain why:

If you think the Ss are correct, determine the number of ways the drawing can be interpreted (show

your work).
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