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Design and Analysis of

Algorithms
6.046J/18.401J

LECTURE 9

Network Flow

* Flow networks

* Maximum-flow problem

* Cuts

* Residual networks

* Augmenting paths

* Max-flow min-cut theorem
* Ford Fulkerson algorithm

| ALGORITHMS |

Flow conservation (like Kirchoff s current law):
* Flowintou is 2 + 1 = 3.
* Flow out of 27 is 1 + 2 = 3.

INTUITION: View flow as a rate, not a quantity.

©2001-12 by Leiserson et al Design and Analysis of Algorithms October 4,2012  L9.3

Flow networks

Definition. A flow network is a directed graph
G = (V, E) with two distinguished vertices: a
source s and a sink t. Each edge (v, v) € £ has
a nonnegative capacity c(u, v). If (u, v) & E,
then c(u, v) = 0.

Example:

© 2001-12 by Leiserson ct al Design and Analysis of Algorithms October 4,2012  L9.2

The maximum-flow problem

Maximum-flow problem: Given a flow network
G, find a flow of maximum value on G.

The value of the maximum flow 1s 4.

© 2001-12 by Leiserson ct al Design and Analysis of Algorithms October 4,2012  L9.4
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ALGORITHAMS

' Flow network Assumptions

it sy
LA \’n:;z

Assumption. If edge (v, v) € E exists, then
(v, ) £ E.

Assumption. No self-loop edges (u, u) exist

© 2001-12 by Leiserson ct al Design and Analysis of Algorithms October 4,2012  L9.5

Notation

G
Definition. The value of a flow 7, denoted by |/,

is given by
UEDWCY
= s V).

Implicit summation notation: A setused in
an arithmetic formula represents a sum over
the elements of the set.

* Example — flow conservation:
fu, Vy=0foralluec V- {s, t}.

© 2001-12 by Leiserson et al Design and Analysis of Algorithms October 4,2012  L9.7

LGORIETIN |

Net Flow

Definition. A (net) flow on G is a function

[ Vx V— R satisfying the following:

* Capacity constraint: For all u,ve T,
f(u, v) = c(u, v).

* Flow conservation: Forallu € V- {s, t},

g/ f(u,v)=0.

« Skew symmetry: Forallu,vE T,
flu, v) =—f(v, u).

Note: CLRS defines positive flows and net flows; these are
equivalent for our flow networks obeying our assumptions.
© 2001-12 by Leiserson ct al Design and Analysis of Algorithms October 4,2012  L9.6

N Simple properties of flow

Lemma.
sPEG A=,

vF (X B =~ (V. X,
f(XUY, 2)=f(X, 2)+f(Y,2)ifXnY=¢. [

Theorem. | /|= f(V, ).
Proof.
/1= 15,1
= f(V,Vy=f(V=s, V)  Omit braces.
= 1(V, V=s)
=V, 0+ [V, V=s—1)
=/, 0. O

© 2001-12 by Leiserson et al Design and Analysis of Algorithms October4,2012 L9.8



1= Fls =4 F7,n=4

© 2001-12 by Leiserson et al Design and Analysis of Algorithms October 4,2012  L9.9

5 Another characterization of
- flow value

Lemma. For any flow fand any cut (S, 7), we
have | /= f(S, 7).

Proof. TS T =7 (5 V) =f(S5:8)
ACH Y

I (s, )+ 15, V)
f(s, V)

=|/. E

(I I T |

© 2001-12 by Leiserson et al Design and Analysis of Algorithms October 4,2012  L9.11

‘De:fi'jn:_ition. A cut (S, T of a flow network GG =
(V, E) is a partition of V'such thats € Sand 7 € T.
If / is a flow on G, then the flow across the cut is

J(S, D).

QET

S N=2+2)+(-2+1-1+2) =

© 2001-12 by Leiserson ct al Design and Analysis of Algorithms October4,2012  L9.10

L ALGORITH

::s“ Capac1ty of a cut

(S, )=+ +(1+3) =

© 2001-12 by Leiserson et al Design and Analysis of Algorithms October 4,2012  L9.12



g8 Upper bound on the maximum
w2 flow value

Theorem. The value of any flow is bounded
above by the capacity of any cut.

Proof. |f| = £(5,T)

=3 fy)

uES ver

< z E c(u,v)

uES veT
= c(S,T) - ]

© 2001-12 by Leiserson et al Design and Analysis of Algorithms October4,2012  L9.13

Flow and Residual Network

© 2001-12 by Leiserson ct al Design and Analysis of Algorithms October4,2012  L9.15

“~" Residual network

Definition. Let / be a flow on G = (V, £). The
residual network G(V, E;) is the graph with
strictly positive residual capacities

cp(u, v) = c(u, v) = f(u, v) > 0.

Edges in £, admit more flow.
If (v, ) € E, c(v, ) =0, but f(v, u) =—f(u, v).

/| =2 |E].

© 2001-12 by Leiserson ct al Design and Analysis of Algorithms October 4,2012  L9.14

" Definition. Any path from s to 7 in G,is an aug-
menting path in G with respect to /. The flow
value can be increased along an augmenting

ath p by ¢ = min {c,(u,v)}.
palh p r(p) (H,V)Ep{ 7( )}

PS040 clp) =1

© 2001-12 by Leiserson ct al Design and Analysis of Algorithms

October 4,2012  L9.16



{ Augmented Flow Network

p= x4 ) =1

The value of the maximum flow is 4.

Note: Some flows on edges decreased.
© 2001-12 by Leiserson ct al Design and Analysis of Algorithms October 4, 2012 L9.17

1 Ford-Fulkerson max-flow

o o
e algorlthm
Algorithm:
flu,v]<Oforallu,vEV
while an augmenting path p in G wrt / exists
do augment /" by ¢,(p)

w?

© 2001-12 by Leiserson et al Design and Analysis of Algorithms October 4,2012  L9.19

Max-flow, min-cut theorem

Theorem. The following are equivalent:
1. | /1= ¢(S, T) for some cut (S, 7).

2. fis a maximum flow.

3. fadmits no augmenting paths.

Proof. Next time!

©2001-12 by Leiserson et al Design and Analysis of Algorithms October 4,2012  L9.18

i Ford-Fulkerson max-flow
== algorithm
Algorithm:
flu,v] < Oforallu,veV
while an augmenting path p in G wrt / exists

do augment f by c(p)
Can be slow: !

© 2001-12 by Leiserson ct al Design and Analysis of Algorithms October 4,2012  1L9.20



Ford-Fulkerson max-flow
= algorithm
Algorithm:
flu,v]<Oforallu,veV
while an augmenting path p in G wrt f exists

do augment / by ¢,(p)
Can be slow: 4

© 2001-12 by Leiscrson et al Design and Analysis of Algorithms October4,2012  L9.21

= Ford-Fulkerson max-flow

e
= algorithm
Algorithm:
Slu,v] < Oforallu,vE V
while an augmenting path p in G wrt / exists
do augment / by ¢,(p)
Can be slow:

©2001-12 by Leiserson et al Design and Analysis of Algorithms October 4,2012 L1923

Ford-Fulkerson max-flow
Y+ algorithm
Algorithm:
flu,v]<Oforalu,vEV
while an augmenting path p in G wrt / exists

do augment /by ¢/(p)
Can be slow: :

© 2001-12 by Leiserson ct al Design and Analysis of Algorithms October 4,2012  L9.22

=1 Ford-Fulkerson max-flow
algorithm

Algorithm:
flu,vl<—Oforallu,verV
while an augmenting path p in G wrt / exists
do augment / by c¢/(p)
Can be slow: :

© 2001-12 by Leiserson et al Design and Analysis of Algorithms October4,2012  L9.24



@& Ford-Fulkerson max-flow
w2 algorithm
Algorithm:
flu,v]<—O0forallu,vEV
while an augmenting path p in G wrt / exists

do augment /" by ¢,(p)
Can be slow:

© 2001-12 by Leiserson et al Design and Analysis of Algorithms October 4,2012  L9.25

@ Ford-Fulkerson max-flow

-

Algorithm:
flu,v]<Oforallu,vEV
while an augmenting path p in G wrt / exists
do augment / by ¢,(p)
Can be slow:

©2001-12 by Leiserson et al Design and Analysis of Algorithms October 4,2012  L9.27

5 Ford-Fulkerson max-flow
2+ algorithm
Algorithm:
flu,vl]< Oforallu,veV
while an augmenting path p in G wrt / exists

do augment / by ¢,(p)
Can be slow: :

© 2001-12 by Leiserson et al Design and Analysis of Algorithms October 4,2012  L9.26

‘ Ford-Fulkerson max-flow
w3 algorithm
Algorithm:
flu,v]<Oforallu,vEV
while an augmenting path p in G wrt /" exists

do augment f by ¢,(p)
Can be slow: :

2 billion iterations on a graph with 4 vertices!

©2001-12 by Leiserson ct al Design and Analysis of Algorithms October4,2012  L9.28
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Design and Analysis of Algorithms Oct 5, 2012
Massachusetts Institute of Technology 6.046J/18.410J
Profs. Srini Devadas and Ronitt Rubinfeld Recitation 4

Recitation 4: Kruskal’s Algorithm, Network
Flow

1 Kruskal’s Algorithm

Generic MST Algorithm

Both Kruskal’s Algorithm and Prim’s Algorithm follows a generic MST
algorithm. The generic algorithm maintains a set of edges A such that A is
a subset of some spanning tree throughout the algorithm. While A does not
form a spanning tree, the algorithm finds an edge that can be added to A
without violating the invariant that A is a subset of some spanning tree.

The main difference between Kruskal’s Algorithm and Prim’s Algorithm

is in how they grow the set A. In Prim’s algorithm, A always form a single
tree, whereas in Kruskal’s algorithm, A is a forest.

Kruskal’s Algorithm

Kruskal’s Algorithm needs to use a data structure that supports the follow-
ing operations: CREATE-SET(z), FIND-SET(z), and UNION(z,y). You
can read Chapter 21 of CLRS on data structures that support these two
operations. Here is the pseudocode for Kruskal’s Algorithm.

Algorithm 1 Kruskal’s Algorithm
Initialize empty set A
for each vertex v € V do
MAKE-SET(v)
end for
sort all edges into nondecreasing order by weight
for each edge (u,v) taken in sorted order do
if FIND-SET(u) # FIND-SET(v) then
A= AU{(u,v))
UNION(u, v)
end if
end for
return A




Running time. The running time depends on the data structure and is
given by the following equation.

,I‘total = Tsort(E) + O(E) : Tfind.set + O(V) ) (Tmakeset + Tunion)

If we use linked-list for the data structure, the total time would be
O(Tmrt(E) + 4 10g V+ E) = O(Tsort(E) + VlOg V)

2 Network Flow

Definition 1. A flow networks is a directed graph with two special nodes:

a source s and a sink t. Each edge (u,v) € E has a nonnegative capacity
c(u,v). If (u,v) ¢ E, then c(u,v) = 0.

A flow on G is a function f : V x V — R satisfying the following con-
straints:

Capacity Constraint: f(u,v) < ¢(u,v) for all u,v € V
Flow Conservation: ) ., f(u,v) =0forallu e V — {s,t}
Skew Symmetry: f(u,v) = —f(v,u) for all u,v € V

The value of the flow is given by

1fl = f(s:0) = f(5,V)

veV

In the maximum-flow problem, we want to find a flow such that |f| is maxi-
mized.

Definition 2. The residual network G(V, Ey) is the graph with strictly pos-
itive residual capacities

cr(u,v) = e(u,v) — f(u,v) >0
Edges in Ey are edges that can admit more flow.

Definition 3. An augmenting path in G with respect to f is any path from
s to t in Gy. The flow can be increased along an augmenting path p by
Cf(p) — min(u,v)ép{cf(u: U)}



Theorem 1 (Max-Flow Min-Cut Theorem). The following statements are
equivalent:

1. |fl = ¢(S,T) for some cut (S,T)
2. [ is a mazimum flow

3. f admits no augmenting paths

Ford-Fulkerson Algorithm

Max-flow algorithm can be divided into augmenting-path and push-relabel
algorithm. Ford-Fulkerson is the simplest augmenting-path algorithm. Here
is the pseudocode for the algorithm.

Algorithm 2 Ford-Fulkerson Algorithm
f(u,v) < 0 for all u,v € V
while an augmenting path p exists in the residual network Gy do
augment the flow by c¢;(p)
end while

Running Time. Let f* be a maximum flow. If we only have integer
capacities, at most |f*| iterations of the while loop got executed. Finding a
path in the residual network using depth-first search or breadth-first search
takes O(E). So the total running time is O(E|f*|).

Ford-Fulkerson can be slow even with small number of vertices. Be-
sides, the algorithm might not terminate if the edge capacities are irrational
numbers.
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Massachusetts Institute of Technology 6.0461/18.410J

Profs. Srini Devadas and Ronitt Rubinfeld Handout 7
Problem Set 2

This problem set is due at 11:59pm on Friday, October 5, 2012.

Both exercises and problems should be solved, but only the problems should be turned in.
Exercises are intended to help you master the course material. Even though you should not turn in
the exercise solutions, you are responsible for material covered by the exercises.

Mark the top of each sheet with your name, the course number, the problem number, your
recitation section, the date and the names of any students with whom you collaborated.

Each problem must be turned in separately.

You will often be called upon to “give an algorithm” to solve a certain problem. Your write-up
should take the form of a short essay. A topic paragraph should summarize the problem you are
solving and what your results are. The body of the essay should provide the following:

1. A description of the algorithm in English and, if helpful, pseudo-code.
2. A proof (or indication) of the correctness of the algorithm.
3. An analysis of the running time of the algorithm.

Remember, your goal is to communicate. Full credit will be given only to correct solutions
which are described clearly. Convoluted and obtuse descriptions will receive low marks.

Exercise 2-1. Do Exercise 5.3-2 in CLRS.
Exercise 2-2. Do Exercise 7.3-2 in CLRS.
Exercise 2-3. Do Exercise 23.1-5 in CLRS.
Exercise 2-4. Do Exercise 23.1-10 in CLRS.
Exercise 2-5. Do Exercise 23.2-4 in CLRS.
Exercise 2-6. Do Exercise 23.2-8 in CLRS.
Exercise 2-7. Do Exercise 25.1-9 in CLRS.

Exercise 2-8. Do Exercise 25.3-6 in CLRS.
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Problem 2-1. Set Elements

Let A be a set with distinct elements in the range of [1, 100n]. Give an efficient algorithm that runs
in time O(nlogn) to find whether there is some triple of three distinct elements (z, y, z) such that
z=z+y,z=z+y+lorz=z+y—-1.

Problem 2-2. Briefcase Game

Consider the following gameshow concept, inspired by "Deal or No Deal.” You are given a table
with n identical briefcases, each with a cash prize inside of an unknown amount. The rules of
the game are as follows. You are allowed to open one briefcase at a time and look at how much
money is inside. At that point, you must choose whether to keep this cash prize or move on to
the next briefcase. Once you reject a briefcase, you may not claim its cash anymore. Your goal
is to come up with a strategy to choose the briefcase with the largest cash prize. A strategy is an
algorithm which attempts to maximize some profit in the presence of an adversary, which in turn
is an algorithm that attempts to minimize your profit. In this case, the game show producer is your
adversary.

(a) Show that a deterministic strategy for this gameshow is terrible. That is, show if you
use a deterministic algorithm then a gameshow producer that happens to know your
algorithm can always trick you into choosing the briefcase with the least amount of
money.

(b) Show instead that with a randomized strategy you will be able to choose the best
briefcase with a probability of 41. Why do you get a different result from part (a)?
Optional: Can you do better?

Problem 2-3. Square Roots Mod N

Let N be a positive integer. We will be dealing with arithmetic mod N in this problem. In partic-
ular, we are interested in multiplication and taking square roots mod N. This is much like taking
square roots in the real numbers, except that the roots must be integers. For example, if N = 5,
then v/4 = {2, 3}, since 22 = 32 = 4 mod 5. However, not all numbers are squares (for example,
neither 2 nor 3 are squares for N = 5).

First, some terminology. Define the set Zy = {0,1,...,N — 1} that represents an arithmetic
set where (1) integers may be multiplied mod N and (2) multiplication is associative. A special
property is that if gcd(a, N) = 1 for all a € Zy then all elements of a have inverses, i.e. there
exists an element a~! such that a='a = 1 mod N (sanity check: for what numbers N does this
occur?). Next, call Zy = {a € Zy | ged(a, N) = 1}. In this set all elements have inverses, and it
1s closed under multiplication. Z}, is called the multiplicative group of integers modulo N. Finally,
remember that a composite number is a non-prime number (i.e. it can be factored).

Assume we have a black box for computing square roots modulo N; that is, a deterministic al-
gorithm SQRT(a, N) that, given positive integers N and a € [1,2,...N], returns in O(1) time an
integer z satisfying a = z? mod N if such an z exists and 0 otherwise. In this problem we will use
SQRT to give an expected polynomial time randomized algorithm for factoring integers.
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We will also need the following facts:

Fact 1: If N > 1 is an odd composite integer that is not a perfect power (i.e., N # a’ for any
integers a, b > 1), then for any k € Z},, the equation 2* = k mod N has either zero or at least four
distinct solutions in Zy;.

Fact 2: Primality testing can be performed in deterministic polynomial time.

(a) We say that d is a non-trivial divisor of N if d divides N and d is neither 1 nor N.
For integers z, y, show that if 2 = y? mod N but z # y mod N and x # —y mod N,
then ged(z + y, N) and ged(z — y, V) are non-trivial divisors of N.

(b) Give a Las Vegas algorithm that, given an integer N > 1, outputs “prime” if N is
prime and, if N is composite, outputs a non-trivial divisor of N. Your algorithm
should make use of SQRT and run in expected polynomial time. (Hint: Use the facts
above, and beware of perfect powers.)

(c) Give a Las Vegas algorithm that, given an integer N > 1, outputs a list of all prime
factors of N (with multiplicities, and in any order). Your algorithm should still run in
expected polynomial time.

(d) Factoring integers in polynomial time (expected or deterministic) is a longstanding
open problem. What does this say about SQRT?

Problem 2-4. Merchant Tycoon

You have been named minister of trade in the middle ages in the distant United Hackers Kingdom
(UHK). The UHK has a set of n major cities each with goods it wishes to sell and buy. Your job is
to manage the trade network and trade caravans of the kingdom in order to increase revenues.

(a) Your first assignment is to improve the road system of the UKH. There are currently
no roads, and you are given D hackies (the units of currency) to build them. Each
city with a trade route to the capital, Hackerville, will create a taxation revenue of p
hackies per month. Constructing a road between two cities (2, 7) has a cost ¢; ;. Create
an efficient algorithm that maximizes the monthly revenue from trade routes.

(b) With tax revenue flowing in, you have managed to connect all your cities to each
other with roads. The time to travel between cities (i, j) is ¢;;. Your next task is
to manage the trade caravans of the kingdoms. You would ideally like to send one
caravan between every two cities in your kingdom so that goods from one city will
appear in every other city. Merchants are greedy, however. Each time a merchant
visits a city he will sell off at most ¢ percent of his original stock in the black market,
such that by the time the merchant reaches the destination he may have no more stock
left to sell. Devise an efficient algorithm that will find if a merchant can be sent
between two cities and arrive with some stock left, and if so it will do so in the fastest
time possible. Your algorithm should run in o(n3q™!).
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(c) Terrible news! An attack by bandit raiders has made the roads unsafe to travel, which
has greatly affected the revenue influx from your trade network. On the plus side, the
caravans are no longer corrupt. Each road has a probability p; ; that the caravan will
be destroyed. You would still like to send caravans between every two cities to keep
trade alive. Give an efficient algorithm that gives the paths between cities where the
probability that the caravans will be raided is minimized.

(d) The raids have caused major food shortages throughout the kingdom. Each city pro-
duces one staple that must be distributed to every other city. The king has decided
that the capital is more important than the other cities, and prefers that caravans travel
through them to keep its food stocks full. However, if the caravan has a probability of
more than m of getting raided while traveling through the capital then it is preferable
to not send the caravan through there. If no path with overall probability less than m
is found, then the caravan should not be sent at all. Redesign your algorithm from part
(c) to take this new constraint into account.
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Problem Set 2

This problem set is due at 11:59pm on Friday, October 5, 2012.

Both exercises and problems should be solved, but only the problems should be turned in.
Exercises are intended to help you master the course material. Even though you should not turn in
the exercise solutions, you are responsible for material covered by the exercises.

Mark the top of each sheet with your name, the course number, the problem number, your
recitation section, the date and the names of any students with whom you collaborated.

Each problem must be turned in separately.

You will often be called upon to “give an algorithm™ to solve a certain problem. Your write-up
should take the form of a short essay. A topic paragraph should summarize the problem you are
solving and what your results are. The body of the essay should provide the following:

I. A description of the algorithm in English and, if helpful, psecudo-code.
2. A proof (or indication) of the correctness of the algorithm.
3. An analysis of the running time of the algorithm.

Remember, your goal is to communicate. Full credit will be given only to correct solutions
which are described clearly. Convoluted and obtuse descriptions will receive low marks.

Exercise 2-1. Do Exercise 5.3-2 in CLRS.
Exercise 2-2. Do Exercise 7.3-2 in CLRS.
Exercise 2-3. Do Exercise 23.1-5 in CLLRS.
cxercise 2-4. Do Exercise 23.1-10 in CLRS.
cxercise 2-5. Do Exercise 23.2-4 in CLRS.
Exercise 2-6. Do Exercise 23.2-8 in CLRS.
Exercise 2-7. Do Exercise 25.1-9 in CLRS.

ixercise 2-8. Do Exercise 25.3-6 in CLRS.
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Problem 2-1. Set Elements CW%

Let A be a finite set with n distinct integer elements in the range of | 1, ]()n] Give an efficient
algorithm that runs in time O(n log n) to find whether there is some tr 1plc ol three distinet elements
(z,y,2)suchthat z =2+ y, 2=z +y+l,orz=1x+ y— 1.

Problem 2-2. Briefcase Game

Consider the following gameshow concept, inspired by “Deal or No Deal” You are given a table
with n identical briefcases, each with a cash prize inside of an unknown amount. The rules of
the game are as follows. You are allowed (o open one briefcase at a time and look at how much
money is inside. At that point, you must choose whether to keep this cash prize or move on to
the next briefcase. Once you reject a briefcase, you may not claim its cash anymore. Your goal
is to come up with a strategy 1o choose the briefcase with the largest cash prize. A strategy is an
algorithm which attempts to maximize some profit in the presence of an adversar y, which in turn
is an algorithm that attempts to minimize your profit. In this case, the game show producer is your
adversary.

(a) Show that a deterministic strategy for this gameshow is terrible. That is, show if you
use a deterministic algorithm then a gameshow producer that happens to know your
algorithm can always trick you into choosing the briefcase with the least amount of
moncy.

(b) Show instead that with a randomized strategy you will be able to choose the best
briefcase with a probability of —t Why do you get a different result from part (a)?
Optional: Can you do better?

Problem 2-3. Square Roots Mod N

Let NV be a positive integer. We will be dealing with arithmetic mod N in this problem. In partic-
ular, we are interested in multiplication and taking square roots mod N. This is much like taking
square roots in the real numbers, except that the roots must be integers. For example, if N = 5,
then v/4 = {2,3}, since 2% = 32 = 4 mod 5. However, not all numbers are squares (for example,
neither 2 nor 3 are squares Im _V = ).

First, some terminology. Define the set Zy = {0,1,.... N — 1} that represents an arithmetic
set where (1) integers may be multiplied mod N and (2) multiplication is associative. A special
property is that if ged(a, N) = 1 for all a € Zy then all elements of a have inverses, i.e. there
exists an element @ ! such that a 'a — 1 mod NV (sanity check: for what numbers N does this
occur?). Next, call Z3, = {a ¢ Zy | ged(a, N) = 1}. In this set all elements have inverses, and it
is closed under multiplication. Zj; is called the multiplicative group of integers modulo N. Finally,
remember that a composite number is a non-prime number (i.c. it can be factored).

Assume we have a black box for computing square roots modulo N; that is, a deterministic al-
gorithm SQRT(a, N) that, given positive integers N and a € [1,2,...N], returns in O(1) time an
integer z satisfying @ = 2* mod N if such an z exists and 0 otherwise. In this problem we will use
SQRT to give an expected polynomial time randomized algorithm for factoring integers.
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We will also need the following facts:

Fact 1: If N > 1 is an odd composite integer that is not a perfect power (i.c., N # a” for any
integers a, b > 1), then for any k € Z}, the equation * = k mod N has cither zero or at least four
distinct solutions in 7.

Fact 2: Primality testing can be performed in deterministic polynomial time.

(a) We say that d 1s a non-trivial divisor of N if d divides N and d is neither 1 nor N.
Suppose N is a composite integer. For integers r,y, show that if 2% = 3* mod N
but z # ymod N and x # —y mod N, then ged(z + y, V) and ged(xz — y, N) are
non-trivial divisors of V.

(b) Give a Las Vegas algorithm that, given an integer N > 1, outputs “prime” if N is
prime and, if NV is composite, outputs a non-trivial divisor of N. Your algorithm
should make use of SQRT and run in expected polynomial time. (Hint: Use the facts
above, and beware ol perfect powers.)

(¢) Give a Las Vegas algorithm that, given an integer N > 1, outputs a list of all prime
factors of N (with multiplicities, and in any order). Your algorithm should still run in
expected polynomial time.

(d) Factoring integers in polynomial time (expected or deterministic) is a longstanding
open problem. What doces this say about SQRT?

Problem 2-4. Merchant Tycoon

You have been named minister of trade in the middle ages in the distant United Hackers Kingdom
(UHK). The UHK has a set of n major cities each with goods it wishes to sell and buy. Your job is
to manage the trade network and trade caravans of the kingdom in order to increase revenues.

(a) Your first assignment is to improve the road system of the UKH. There are currently
no roads, and you are given [J hackies (the units of currency) to build them. Each
city with a trade route (o the capital, Hackerville, will create a taxation revenue of p
hackies per month. Constructing a road between two cities (i, j) has a constant cost ¢.
Create an efficient algorithm that maximizes the monthly revenue from trade routes.

(b) With tax revenue flowing in, you have managed to connect all your cities to each
other with roads. The time to travel between cities (7, j) is #, ;. Your next task is
to manage the trade caravans of the kingdoms. You would ideally like to send one
caravan between every two cities in your kingdom so that goods from one city will
appear in every other city. Merchants are greedy, however. Each time a merchant
visits a city he will sell off at most ¢ percent of his original stock in the black market,
such that by the time the merchant reaches the destination he may have no more stock
left to sell. Devise an efficient algorithm that will find il a merchant can be sent
between two cities and arrive with some stock left, and if so it will do so in the fastest
time possible. Your algorithm should run in o(n®q1).
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(¢) Terrible news! An attack by bandit raiders has made the roads unsafe to travel, which
has greatly affected the revenue influx from your trade network. On the plus side, the
caravans are no longer corrupt. Each road has a probability p; ; that the caravan will
be destroyed. You would still like to send caravans between every two cities to keep
trade alive. Give an efficient algorithm that gives the paths between cities where the
probability that the caravans will be raided is minimized.

(d) The raids have caused major food shortages throughout the kingdom. Each city pro-
duces one staple that must be distributed to every other city. The king has decided
that the capital is more important than the other cities, and prefers that caravans travel
through them to keep its food stocks full. However, if the caravan has a probability of
more than m of getting raided while traveling through the capital then it is preferable
to not send the caravan through there. If no path with overall probability less than m
is found, then the caravan should not be sent at all. Redesign your algorithm from part
(c) to take this new constraint into account.
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Integer factorization - Wikipedia, the free encyclopedia hitp://en.wikipedia.org/wiki/Integer [actorization

Integer factorization

From Wikipedia, the free encyclopedia

In number theory, integer factorization or prime factorization is the List of unsolved problems in
decomposition of a composite number into smaller non-trivial divisors. computer science

which when multiplied together equal The original integer. “an integer factorization be

done in polynomial time?
When the numbers are very large, no ellicient, non-quantum integer

factorization algorithm is known; an effort concluded in 2009 by
several researchers factored a 232-digit number (RSA-768), utilizing hundreds of machines over a span of 2
yeal's.[ 1 The presumed difficulty of this problem is at the heart of widely used algorithms in cryptography
such as RSA. Many arcas of mathematics and computer science have been brought to bear on the problem,
including elliptic curves, algebraic number theory, and quantum computing.

Not all numbers of a given length are equally hard to factor. The hardest instances of these problems (for
currently known techniques) are semiprimes, the product of two prime numbers. When they are both large,
for instance more than 2000 bits long. randomly chosen. and about the same size (but not too close, e.g. to
avoid efficient factorization by Fermat's factorization method), even the fastest prime factorization
algorithms on the fastest computers can take enough time to make the search impractical; that is, as the
number of digits of the primes being factored increases, the number of operations required to perform the
factorization on any computer increases drastically.

Many cryptographic protocols are based on the difficulty of factoring large composite integers or a related

problem, the RSA problem. An algorithm that efficiently factors an arbitrary integer would render
RSA-based public-key cryptography insecure.

Contents

1 Prime decomposition
2 Current state of the art
= 2.1 Difficulty and complexity
3 Factoring algorithms
= 3.1 Special-purpose
= 3.2 General-purpose
= 3.3 Other notable algorithms
4 Heuristic running time
5 Rigorous running time
= 5.1 Schnorr-Seysen-Lenstra Algorithm
= 5.2 Expected running time
6 See also
7 Notes
8 References
9 External links
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Prime decomposition M ( ([ (a5 ¢
w 0 only

By the fundamental theorem of'gﬂl/llhmclic. every positive integer has a

unigue prime factorization. (A special case for 1 is not needed using an 864
appropriate notion of the empty product.) However, the fundamental 31-"""7' Ty
theorem of arithmetic gives no insight into how to obtain an integer's i
prime factorization; it only guarantees its existence. A 8 1 ,9\_

£ 423 3 4
Given a general algorithm for integer [actorization, one can factor any
integer down to its constituent prime factors by repeated application of
this algorithm. However, this is not the case with a special-purpose
factorization algorithm, since it may not apply to the smaller factors that
occur during decomposition, or may execute very slowly on these values.

This image demonstrates the
prime decomposition of 864. A
short-hand way of writing the
resulting prime factors is

; el 52 ot oy 99y 23
For example, if N is the number (?_3'I = )% (2607 — 1), then trial division b AY

will quickly factor 10N as 2 x 5 x'N, but will not quickly factor N into its
factors.

Current state of the art
See also: integer factorization records

The most difficult integers to factor in practice using existing algorithms are those that are products of two
large primes of similar size, and for this reason these are the integers used in cryptographic applications. The
largest such semiprime yet factored was RSA-768, a 768-bit number with 232 decimal digits, on December
12, 2009.1" This factorization was a collaboration of several research institutions, spanning two years and
taking the equivalent of almost 2000 years of computing on a single-core 2.2 GHz AMD Opteron. Like all
recent factorization records, this factorization was completed with a highly optimized implementation of the
general number field sieve run on hundreds of machines.

Difficulty and complexity

If a large, b-bit number is the product of two primes that are roughly the same size, then no algorithm has
been published that can factor in polynomial time, 7.e., that can factor it in time O(bk) for some constant k.
There are published algorithms that are faster than O((H-a)b) for all positive ¢, i.e., sub-exponential.

The best published asymptotic running time is for the general number field sieve (GNFS) algorithm, which,
for a b-bit number n. is:

) ((?xp (('—‘Tlh) 7 (log h)“)) _

For an ordinary computer, GNES is the best published algorithm for large n (more than about 100 digits). For
a quantum computer, however, Peter Shor discovered an algorithm in 1994 that solves it in polynomial time.
This will have significant implications for cryptography if a large quantum computer is ever built. Shor's
algorithm takes only ()(bS) time and O(b) space on b-bit number inputs. In 2001, the first seven-qubit
quantum computer became the first to run Shor's algorithm. It factored the number 15.121

10/5/2012 1:55 AM
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When discussing what complexity classes the integer factorization problem falls into, it's necessary to
distinguish two slightly different versions of the problem:

= The function problem version: given an integer N, find an integer d with 1 < d < N that divides N (or
conclude that N is prime). This problem is trivially in FNP and it's not known whether it lies in FP or
not. This is the version solved by most practical implementations.

= The decision problem version: given an integer N and an integer M with 1 <M < N. does N have a
factor d with 1 <d < M? This version is useful because most well-studied complexity classes are
defined as classes of decision problems. not [unction problems. This is a natural decision version of
the problem, analogous to those frequently used for optimization problems. because it can be
combined with binary search to solve the function problem version in a logarithmic number of queries.

It is not known exactly which complexity classes contain the decision version of the integer factorization
problem. It is known to be in both NP and co-NP. This is because both YIS and NO answers can be verified
in polynomial time given the prime factors (we can verify their primality using the AKS primality test, and
that their product is N by multiplication). The fundamental theorem of arithmetic guarantees that there is
only one possible string that will be accepted (providing the factors are required to be listed in order), which
shows that the problem is in both UP and co-UP.*! 1t is known (o be in BQP because of Shor's algorithm. It
is suspected to be outside of all three of the complexity classes P, NP-complete. and co-NP-complete. It is
therefore a candidate for the NP-intermediate complexity class. If it could be proved that it is in either
NP-Complete or co-NP-Complete, that would imply NP = co-NP. That would be a very surprising result,
and therefore integer factorization is widely suspected to be outside both of those classes. Many people have
tried to find classical polynomial-time algorithms for it and failed, and therefore it is widely suspected to be
outside P.

In contrast, the decision problem "is N a composite number?" (or equivalently: "is N a prime number?")
appears to be much easier than the problem of actually finding the factors of N. Specifically, the former can
be solved in polynomial time (in the number » of digits of N) with the AKS primality test. In addition, there
are a number of probabilistic algorithms that can test primality very quickly in practice il one is willing to
accept the vanishingly small possibility of error. The ease of primality testing is a crucial part of the RSA
algorithm, as it is necessary to find large prime numbers to start with.

Factoring algorithms

Special-purpose

A special-purpose factoring algorithm's running time depends on the properties of the number to be factored
or on one of its unknown factors: size, special form, etc. Exactly what the running time depends on varies
between algorithms.

An important subclass of special-purpose factoring algorithms is the Caregory I or First Category
algorithms, whose running time depends on the size of smallest prime factor. Given an integer of unknown

. . 4] s
form, these methods are usually applicd before general-purpose methods to remove small factors.[!! Tor
example, trial division is a Category 1 algorithm.

= Trial division (h/\‘!,‘a fib VIJ)L A 60005 Q}(Iﬂ[a/rmﬂ( £,ﬂ7

» Wheel factorization
= Pollard's rho algorithm

3of7 10/5/2012 1:55 AM
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= Algebraic-group factorisation algorithms, among which are Pollard's p — 1 algorithm. Williams' p + 1
algorithm, and Lenstra elliptic curve factorization

I'ermat's factorization method

Euler's factorization method

Special number field sicve

General-purpose

A general-purpose factoring algorithm, also known as a Category 2, Second Category. or Kraitchik family
algorithm (after Maurice Kraitchik).[‘” has a running time depends solely on the size of the integer to be
factored. This is the type of algorithm used to factor RSA numbers. Most general-purpose factoring
algorithms are based on the congruence of squares method.

= Dixon's algorithm

= Continued fraction factorization (CFRAC)

= Quadratic sieve

General number ficld sicve

Shanks' square forms factorization (SQUIFOIY)

Other notable algorithms

= Shor's algorithm, for quantum computers

Heuristic running time

In number theory, there are many integer factoring algorithms that heuristically have expected running time

[ [l ID) 1 + of | }} - t‘{l"*t"’lllf‘lt.‘l_ﬁ u_liiluu‘li_ng,ulf’
(.l‘l .I' — \ J CEas

in 0 and L-notation. Some examples of those algorithms are the elliptic curve method and the quadratic

[6]

sicve. Another such algorithm is the class group relations method proposed by Schnorr, ! Seysen,'™ and

Lenstral”! that is proved under of the Generalized Riemann Hypothesis (GRH).

Rigorous running time

The Schnorr-Seysen-Lenstra probabilistic algorithm has been rigorously proven by Lenstra and
Pomerance!®! (o have expected running time [, [l /2, 1+ o(1 )| by replacing the GRH assumption with
the use of multipliers. The algorithm uses the class group of positive binary quadratic forms of discriminant
A denoted by GA. G4 is the set of triples of integers (a, b, ¢) in which those integers are relative prime.

Schnorr-Seysen-Lenstra Algorithm
Given is an integer » that will be factored, where » is an odd positive integer greater than a certain constant.
In this factoring algorithm the discriminant A is chosen as a multiple of n, A= -dn, where d is some positive

multiplier. The algorithm expects that for one o there exist enough smooth forms in Ga. Lenstra and
Pomerance show that the choice of ¢ can be restricted to a small set to guarantee the smoothness result.
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Denote by Pa the set of all primes ¢ with Kronecker symbol (%) = 1. By constructing a set of generators

of G and prime forms fq of G with ¢ in Pa a sequence of lC]d[lOﬂS between the set of generators and fq
are produced. The size of ¢ can be bounded by ¢, l(,n |A1 2 for some constant Cy.

The relation that will be used is a relation between the product of powers that is equal to the ncutral element
of Ga. These relations will be used to construct a so-called ambiguous form of Ga. which is an element of
Ga of order dividing 2. By calculating the corresponding factorization of A and by taking a ged, this
ambiguous form provides the complete prime factorization of »7. This algorithm has these main steps:

Let n be the number to be factored.
1. Let A be a negative integer with A = -dn, where d is a multiplier and A is the negative discriminant of

some quadratic form.
Take the ¢ first primes )| = 2 o = 3. Pa=0,..., P forsome { < .

§e]

(OS]

. Let fq be a random prime form of G with (f}) —

4. Find a generating set X of Ga

n

. Collect a sequence of relations between set X and {fy - ¢ € Pa} satisfying:

I« |. T =

reX

6. Construct an amblguous form (a. b, ¢) that is an element /€ G of order dividing 2 to obtain a
coprime [actorization of the largest odd divisor of A in which A = -4a.c or afa - 4¢) or (b - 2a).(b +
2a)

7. If the ambiguous form provides a factorization of # then stop. otherwise find another ambiguous form
until the factorization of » is found. In order to prevent useless ambiguous forms from generating,
build up the 2-Sylow group S2(41) of G(A).

To obtain an algorithm for factoring any positive integer, it is necessary to add a few steps to this algorithm
such as trial division, Jacobi sum test.

Expected running time

The algorithm as stated is a probabilistic algorithm as it makes random choices. Its expected running time is
¢ ? 7 8
atmost L,, [1/2, 1 + o(1)]*!

See also

= Canonical representation of a positive integer

Notes

[ ~ab Kleinjung, et al (2010-02-18). Factorization of a 768-bit RSA modulus (http://eprint.iacr.org/2010/006.pdf)
. International Association for Cryptologic Research. http://eprint.iacr.org/2010/006.pdf. Retrieved 2010-08-09.

2. A LIEVEN M. K. VANDERSYPEN, et al (2007-12-27). NMR quantum computing: Realizing Shor's algorithm
(http://www.nature.com/nature/links/011220/011220-2.html) . Nature. http://www.nature.com/nature/links
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Handout 8: Problem Set 2 Solutions 5

for some prime p > 2n. Likewise, define

m

Jo(x) = ][ — )" mod p,

for multiset B. Note that the degree of [yl is just > . «a; = n, and likewise for
fe(x). Let g(x) = fa(2) — fp(2), whick'has degree < n. Observe that A and B are
identical if and only if g(2) = 0 medp (i.c., all coefficients of g(a) are 0 mod p). To
check for the latter, we pick azafidom r (rom Z, and evaluate g(r). By the Schwartz-
Zippel Lemma, if g(x) %70 mod p, then the probability that g(r) = 0 mod p is at
most n/p < 1/2 bydur choice of p. Thus by returning “identical” if and only if
q(r) = 0 mod p,_xe have a Monte Carlo algorithm with (one-sided) error probability

iig time is dominated by a single evaluation of f4(7) or fg(r). But observe
fvaluate [4(7), say, we can simply go through each element of A, and whenever
werSee an 2 multiply a running product by (r — 7). Since we can perform arithmetic
Operations in constant time, this is a constant time procedure per element. As a result,
evaluation takes O(n) time, so our algorithm also has a running time of O(n).

Problem 2-4. Factoring

Let N be a positive integer. Recall that Zy = {0,1,...,N—1}and Z}, = {a € Zn | ged(a,N) =
1}. Assume we have a black box for computing square roots modulo N: that is, a deterministic
algorithm SQRT(a. N) that, given positive integers N and a € Zy, returns in O(1) time an integer
x € Zy satisfying a = x* mod N if such an x exists and 0 otherwise. In this problem we will use
SQRT to give an expected polynomial time randomized algorithm for factoring integers.

We will need the following facts:

Fact 1: If N > 1 is an odd composite integer that is not a perfect power (i.e., N # a” for any
integers a, b > 1), then for any k € Z3;, the equation 2? = k mod N has either zero or at least four
distinct solutions in Z7,.

Fact 2: Primality testing can be performed in deterministic polynomial time'.

(a) We say that d is a non-trivial divisor of N if d divides N and d is neither 1 nor N,

For integers z, , show that if 2> = 4? mod N but« # y mod N and 2 # —y mod N,
then ged(z + y, N) and ged(a — y, N) are non-trivial divisors of N.

Solution: First we prove the following lemma: if a. b are integers such that a,b #
0 mod N but ab = 0 mod N, then ged(a, N) and ged(b, V) are non-trivial divisors of
N.

'For a proofl of this interesting theorem, which is beyond the scope of this class, see PRIMES is in P by Manindra
Agrawal, Neeraj Kayal and Nitin Saxena in 2002.
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Suppose, to get a contradiction, that ged(a, N) = 1. Then a € 7Z3% and has a mul-
tiplicative inverse a~'. Multiplying both sides of ab = 0mod N by a~! we get
b = 0mod N, contrary to given assumption. Thus, ged(a, N) # 1 (or N, since
a # 0 mod N). By symmetry the same holds for b.

Returning to the main problem, since 2% = y* mod N, we can write
9 9 5
O=2*—-y =(x+y)(zr—y)mod N,

But since y # +2 mod N, we know = & y # 0 mod N. Applying our lemma com-
pletes the proof.

(b) Give a Las Vegas algorithm that, given an integer N' > 1, outputs “prime” if N is
prime and, if NV is composite, outputs a non-trivial divisor of N. Your algorithm
should make use of SQRT and run in expected polynomial time. (Hint: Use the facts
above, and beware of perfect powers.)

Solution:

ONE-FACTOR(N)

if NV is prime, return “prime”

if NV is even, return 2

if N = a” for some integers a.b > 1, return a

Pick 2 from {1,2...., N — 1} uniformly at random
if ged(z, N) > 1, return ged(z, V)

Leta := 2> mod N

Lety = SorT(a, N)

if either y = 2 mod N or y = —2 mod N, goto Line 4
else return ged(x: + 1. N)

= Lo =

\O o0 1 O L

If NV is prime, by Line 1 will catch it (courtesy of Fact 2). Suppose instead that N
is composite. By Fact 1, there are at least four values SQRT(a, N) could return in
Line 7 (we checked for NV being even or a perfect power, and there has to be at least
one solution, namely, x). Since it is deterministic, it will always return ;. But our
x was random, so x was just as likely to have been one of the two (or more) that
were not =y mod N. In other words, there is a probability of at least 1/2 that the
algorithm will go to Line 9. In this case, part (a) tells us that we can safely return
either ged(x + y. V) or ged(x — y, N). If this failed, we simply repeat {rom Line 4,
with the same probability of success (> 1/2) on each independent trial.

Each step in ONE-FACTOR runs in polynomial time, including checking if N is a
perfect power in Line 3: we can check each value of b, 2 < b < log, N, by looking
for a matching « via binary search (since having fixed b, f(a) := a” is a monotone
function) within the range 2 < « < N. Moreover, each time we execute Lines 4-8
we have a probability of at least 1/2 of not having o repeat, so the expected running
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time of ONE-FACTOR is at most twice the running time of a single trial, therefore
polynomial as well.

(¢) Give a Las Vegas algorithm that, given an integer N > 1, outputs a list of all prime
factors of N (with multiplicities, and in any order). Your algorithm should still run in
expected polynomial time.

Solution:

FACTOR(N)

1 Compute d := ONE-FACTOR(NV)

2 #Hd="prime", returnd

3 else return FACTOR(d), FACTOR(N/d)

This procedure clearly outputs the desired factorization of N. To analyze its running
time, consider the recursion tree it traverses. This binary tree has as many leaves as NV
has prime factors (with multiplicities), which is at most log, V, so it also has at most
log, N internal nodes. Each node or leaf represents one call to ONE-FACTOR, which
takes expected polynomial time, so FACTOR also runs in polynomial time.

(d) Factoring integers in polynomial time (expected or deterministic) is a longstanding
open problem. What does this say about SQRT?

Solution: It is at least as hard as factoring. In other words, it doesn’t exist, as far as
we know.
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6.046 Homework Problem Set 2 Problem 1
Yihui Saw October 5, 2012
Collaborators: Baiaboo Rai

Answer to problem 1

We will first represent the set of n distinct numbers S = {a;,as,...,a,} as a polynomial
z®+x%+...4+2%. Then multiplying the polynomials % +z%2+...4-2% and z%1+2%2+...4+2%,
we get the polynomial

Zma: by et

1<i<j<n

Notice that the power of the terms in the latter sum a; + a; contains all possible sums of
any pair of numbers in the set S. If we then compare all the powers in the latter terms and
check if any power is equal to a;, a; — 1 or a; + 1 for some % then we are done.

To multiply the two polynomials, we use the Fast Fourier Transform to convert the polyno-
mials into point value representation which takes O(nlogn) time, then multiplication and
addition takes O(n) time and converting back to coefficient form takes O(nlogn) time (as
we have learned in lecture). Thus, multiplying the two polynomials takes O(nlogn) time.

Now we argue that checking all sums also takes O(nlogn) time. We can first sort the set
S in O(nlogn) time using merge sort. Then the sum of any pair in S is in the range
[1,10n 4 10n — 1]. So there are O(n) distinct sums and we can use a binary search on the
sorted set, to check if any sum is equal to a;, a; — 1 or a; + 1 for some % in the sorted set.
Thus, this takes O(nlogn) time as well.

Hence, we can find whether there is some triple of three distinct elements (a;,a;,ax) such
that a; = a; +ag, 0, =a;+a,+1,0r a; =a;+a,— 1 by multiplying the polynomials and
comparing the sums in a total of O logn) tlme

JV Q)V ai\)\‘{



6.046 Homework Problem Set 2 Problem 2

Yihui Saw October 5, 2012
Collaborators: Baiaboo Rai

Answer to problem 2

a) If we chose to have a deterministic strategy and the producer finds out about the strategy,
the producer can walk through the same steps of our deterministic strategy. The producer
can then replace the terminating solution with the briefcase containing the least amount of
money and we will always finish with the smallest reward.

b) Consider the following randomized strategy: We will open Z briefcases at random so the
probability of choosing any briefcase is % Call the set of opened briefcases 0. We will then
continue to open briefcases until we reach a briefcase such that the amount of money in the
briefcase is greater than max(O) or until there are no briefcases left. There are 4 cases that
could occur: Z

]
78
1) The second best briefcase and the best briefcase are in set O. ) Can, 4 o< \/d)b hse fk
2) The second best, brlefcage and the best briefcase are NOT in set O. MY
spowal abod  Jad hed T

3) The second best br1efcase is NOT in set O but the best briefcase is in set O.
4) The second best briefcase is in set O but the best briefcase is NOT in set O.

We will lose in case 1,2,3 and get the best briefcase in case 4. Since the probability of
choosing any briefcase is equal, we have a ¢ probability of getting the best briefcase.

We have a different solution from part (a) because we chose the briefcases at random. With-
out knowing which briefcases we will choose for the first % briefcases, the producer will not be
able to arrange the order of the briefcases in a way that would prevent case 4 from occuring.

A
Szl
ﬂﬁf/f(
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6.046 Homework Problem Set 2 Problem 3

Yihui Saw October 5, 2012
Collaborators: Baiaboo Rai

a) We will show that ged(x + y, N) and ged(z — y, N) are non-trivial divisors of N by
contradiction.

First, suppose there exist z,y such that ged(z 4+ y, N)= N. This implies that z + y is a
multiple of N so

z+y=0 mod N = z=-y mod N

There is a contradiction. Similarly if ged(z — y, N)= N, then

r—y=0 mod N = =y mod N

which is also a contradiction by our assumption in the problem.
Now, suppose there exist x,y such that\bcd z+y,N)= 1\i.e. =+ y and N are relatively
prime. But given 22 = 3*> mod N, we h kh—”d

2—94*=0 mod N

\(@” o

:c+y —y)=0 mod N

which implies that

Ot 96 o

But if = + y is relatively prime to N then it must be that (z — y) = 0 mod N. Then,
2 =y mod N which is a contradiction. Similarly, if ged(z — y, N)= 1, then z —y and N
are relatively prime and we have that (3, +y) =0 mod N which is again a contradiction.
Hence, ged(z + y, N) and ged(xz — y, N) cannot be 1 or N and so are non-trivial divisors of

" Wﬁ\ 4 zdg

b)




between any two cities on this graph represents the path with the smallest probability of the
caravan being destroyed.



6.046 Homework Problem Set 2 Problem 4

Yihui Saw October 5, 2012
Collaborators: Baiaboo Rai

a) We have D hackies and each road costs ¢ so we can build £ number of roads. To maximize
our monthly tax revenue, we want to maximize the number of cities we can reach from the
capital with £ roads. With each road built, we can gain access to at most one city, so to
maximize the number of cities we can reach we can built roads in this way: continuously
build roads from the capital to a new city connecting ( Hackerville, city;) until we run out
of money, building |2| and gammg a taxation revenue of p| 2| per month.

‘Jé '11 QI‘P[MIM vav

b) We will apply dynamic programming to find if a merchant can be sent between two cities
and arrive with some stock left while travelling on the path that takes the shortest time.
Notice that a merchant sells of ¢ percent of his original stock at each hop, so if a merchant
still has some stock left to sell at his destination, the path from the source to the destination

h{)w lb must have taken less than g1 hops Thus, we will examine each city one at a time as
+ a source ndde s an TTIZINgG e it takes to get to other cities by considering paths
G(/ to all other cities d; with & < ¢~! hops via this recurrence relation:

On 0% nows
)@bs hyn 70 har DP(s,d;, k) = min(DP(s,u,k — 1) + c(u, d;)
f J

Vgt qycama™)

(0, ) = tug, 1if (u,d;) is an edge ie. (u,d;) € E
o oo otherwise

g, e O
t n where c(u, d;) is the cost function defined by:

DP(s,d;, k) refers to the minimum time it takes to travel from city s to city d; with at most
k hops in the path. So if DP(s,d;,q™!) is not infinity then there is a shortest path between
s and d; where merchants can travel on and arrive with some stock left at d;. The base
case for the DP is the DP(s,d;,0) = 0. There are n different nodes, each with n different
destinations, and we examine each step/1 to ¢—' n_times sp the runtime of the algorithm is
n-(n)-(n)-q~! = O(n®q™'). In class we [earned anpther méthod using matrix multiplication
to represent the shortest path problem. There are no negative weight cycles so we can apply
the algorithm with repeated squaring, so there are |og(¢g~!) multiplications giving a run time

of O(n®log(g™)) = o(n’q™"). did ot hat add

c)We want to minimize the probability a caravan will get destoryed while travelling between
any two city. Notice that if a caravan was travelling from city 7 to j then to k, the probability
of the caravan being destroyed is p; ; - pjx. Taking the log of this probability we get logp; ; +
log pj k. So if we let lo; pi; be the weight of the edge (the road with p; ;), the shortest path

WM“&]%P (;
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Design and Analysis of Algorithms October 5, 2010
Massachusetts Institute of Technology 6.046J/18.410]
Profs. Srini Devadas and Ronitt Rubinfeld Handout 8

Problem Set 2 Solutions

This problem set is due at 11:59pm on Friday, October 5, 2012.

Exercise 2-1. Do Exercise 5.3-2 in CLRS.
Exercise 2-2. Do Exercise 7.3-2 in CLRS.
Exercise 2-3. Do Exercise 23.1-5 in CLRS.
Exercise 2-4. Do Exercise 23.1-10 in CLRS.
Exercise 2-5. Do Exercise 23.2-4 in CLRS.
Exercise 2-6. Do Exercise 23.2-8 in CLRS.
Exercise 2-7. Do Exercise 25.1-9 in CLRS.

Exercise 2-8. Do Exercise 25.3-6 in CLRS.

Problem 2-1. Set Elements

Let A be a finite set with n distinct integer elements in the range of [1,10n]. Give an efficient
algorithm that runs in time O(n log n) to find whether there is some triple of three distinct elements
(z,y,z)suchthatz =z +y,z=z+y+lorz=z+y— 1L

Solution: This problem is similar to the Cartesian Sum problem in CLRS. Create a polynomial
P(z) from the set:

P(z) =az! + a7® + ...a,2"

where a; = 1 if element 7 € A. Square the polynomial, which can be done efficiently using FFT,
to obtain a new polynomial

P(z)* = Q(z)
= goz® +qz" + ... + gnz™



2 Handout 8: Problem Set 2 Solutions

The values by, will be exactly the values of a; + a;.

This resulting polynomial’s coefficients ¢, will be non-zero positive integers if there exists a pair
of elements 7, j € A such that k = ¢ + j. The resulting polynomial will have up to 20n elements,
but we only need to check the first 10n. This can be done by hashing the resulting values, and
then iterating over the original set to test for inclusion. The same process is used to check for the
+1 and —1 offset triples. Care must be taken, however, to make sure that we do not include those
terms composed of elements for which 7 = j, since this represents a triple (z, z, z). This can be
done by checking if an element % € A. If so, we check g.. If ¢ = 1, then b, was a result of
1 = j and we disregard this element. Otherwise, b was the sum of two non-identical integers and
so represents a valid triple.

Problem 2-2. Briefcase Game

Consider the following gameshow concept, inspired by “Deal or No Deal.” You are given a table
with n identical briefcases, each with a cash prize inside of an unknown amount. The rules of
the game are as follows. You are allowed to open one briefcase at a time and look at how much
money is inside. At that point, you must choose whether to keep this cash prize or move on to
the next briefcase. Once you reject a briefcase, you may not claim its cash anymore. Your goal
is to come up with a strategy to choose the briefcase with the largest cash prize. A strategy is an
algorithm which attempts to maximize some profit in the presence of an adversary, which in turn
is an algorithm that attempts to minimize your profit. In this case, the game show producer is your
adversary.

(a) Show that a deterministic strategy for this gameshow is terrible. That is, show if you
use a deterministic algorithm then a gameshow producer that happens to know your
algorithm can always trick you into choosing the briefcase with the least amount of
money.

Solution: A deterministic algorithm will always open the briefcases in some particu-
lar order. That is, when opening briefcase 7 the contestant makes a decision of whether
to keep it or not based off the last # — 1 briefcases, and makes a deterministic deci-
sion of which briefcase to open next. A computationally unbounded adversary (i.e.
gameshow producer) will be able to look down the algorithm’s decision tree, and al-
ways make the relative rank of briefcase ¢ worse than the previous 7 — 1 briefcases.
Therefore, the contestant will always be led down the decision tree along the worst
possible path.

(b) Show instead that with a randomized strategy you will be able to choose the best
briefcase with a probability of %. Why do you get a different result from part (a)?
Optional: Can you do better?

Solution: The randomized strategy avoids the conundrum of part (a) by randomizing
which briefcases are opened. The adversary will therefore not be able to lead you
down the worst possible path of the decision tree.
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Choose a random permutation 7(n) representing the order in which the briefcases are
opened. Look at the contents of the first & briefcases and reject them. Let v be the
largest cash prize seen after opening these briefcases. Look at the next 5 briefcases
and accept the first briefcase that is better than v or the last briefcase (if we have run
out of briefcases). We will get the best cash prize if the second-best briefcase is in
the first 3 briefcases and the best briefcase lies in the second 7 briefcases. The total
probability is therefore (3)(3) = 1, as desired.

A better solution can be achieved by rejecting the first 2 briefcases and accepting the
next best one. This leads to a probability of % of accepting the best cash prize. This is
actually a well-known optimization problem known as the best prize problem.

Problem 2-3. Square Roots Mod N

Let N be a positive integer. We will be dealing with arithmetic mod N in this problem. In partic-
ular, we are interested in multiplication and taking square roots mod N. This is much like taking
square roots in the real numbers, except that the roots must be integers. For example, if N = 5,
then \/Z = {2, 3}, since 22 = 3% = 4 mod 5. However, not all numbers are squares (for example,
neither 2 nor 3 are squares for NV = 5).

First, some terminology. Define the set Zy = {0,1,..., N — 1} that represents an arithmetic
set where (1) integers may be multiplied mod N and (2) multiplication is associative. A special
property is that if ged(a, N) = 1 for all @ € Zy then all elements of a have inverses, i.e. there
exists an element a~! such that a~'a = 1 mod N (sanity check: for what numbers NV does this
occur?). Next, call Z}; = {a € Zx | ged(a, N) = 1}. In this set all elements have inverses, and it
is closed under multiplication. Z}; is called the multiplicative group of integers modulo N. Finally,
remember that a composite number is a non-prime number (i.e. it can be factored).

Assume we have a black box for computing square roots modulo N; that is, a deterministic al-
gorithm SQRT(a, N) that, given positive integers N and a € [1,2,...N], returns in O(1) time an
integer z satisfying a = z® mod N if such an z exists and 0 otherwise. In this problem we will use
SQRT to give an expected polynomial time randomized algorithm for factoring integers.

We will also need the following facts:

Fact 1: If N > 1 is an odd composite integer that is not a perfect power (i.e., N # a’ for any
integers a, b > 1), then for any k € Zy, the equation z° = k mod N has either zero or at least four
distinct solutions in Z7;.

Fact 2: Primality testing can be performed in deterministic polynomial time.

(a) We say that d is a non-trivial divisor of N if d divides N and d is neither 1 nor N.
Suppose N is a composite integer. For integers z,y, show that if 2 = y? mod N
but z # ymod N and z # —y mod N, then ged(z + y, N) and ged(z — y, N) are
non-trivial divisors of .
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Solution: First we prove the following lemma: if a,b are integers such that a,b #
0 mod N but ab = 0 mod N, then ged(a, N) and ged(b, V) are non-trivial divisors of
N.

Suppose, to get a contradiction, that gcd(a, N) = 1. Then a € Zj and has a mul-
tiplicative inverse a~!. Multiplying both sides of ab = 0 mod N by a~! we get
b = Omod N, contrary to given assumption. Thus, ged(a, N) # 1 (or N, since
a # 0 mod N). By symmetry the same holds for b.

Returning to the main problem, since 2 = 3* mod N, we can write
0=12"—y" = (z+y)(z — y) mod N.

But since y # +z mod N, we know z =+ y # 0 mod N. Applying our lemma com-
pletes the proof.

(b) Give a Las Vegas algorithm that, given an integer N > 1, outputs “prime” if N is
prime and, if NV is composite, outputs a non-trivial divisor of N. Your algorithm
should make use of SQRT and run in expected polynomial time. (Hint: Use the facts
above, and beware of perfect powers.)

Solution:

ONE-FACTOR(N)

if N is prime, return “prime”

if NV is even, return 2

if N = a® for some integers a, b > 1, return a

Pick z from {1,2,..., N — 1} uniformly at random
if ged(z, N) > 1, return ged(z, N)

Leta := 22 mod N

Let y := SQRT(a, N)

if eithery = 2 mod N or y = —z mod N, goto Line 4
else return ged(z + y, N)

Voo JdJOun AW~

If N is prime, by Line 1 will catch it (courtesy of Fact 2). Suppose instead that N
is composite. By Fact 1, there are at least four values SQRT(a, N) could return in
Line 7 (we checked for NV being even or a perfect power, and there has to be at least
one solution, namely, ). Since it is deterministic, it will always return y. But our
z was random, so x was just as likely to have been one of the two (or more) that
were not £y mod N. In other words, there is a probability of at least 1/2 that the
algorithm will go to Line 9. In this case, part (a) tells us that we can safely return
either gcd(z + y, N) or ged(z — y, N). If this failed, we simply repeat from Line 4,
with the same probability of success (> 1/2) on each independent trial.

Each step in ONE-FACTOR runs in time polynomial in log N (the number of bits in the
input), including checking if V is a perfect power in Line 3: we can check each value



Handout 8: Problem Set 2 Solutions 5

of b, 2 < b < log, N, by looking for a matching a via binary search (since having
fixed b, f(a) := a’ is a monotone function) within the range 2 < a < N. Moreover,
each time we execute Lines 4-8 we have a probability of at least 1/2 of not having
to repeat, so the expected running time of ONE-FACTOR is at most twice the running
time of a single trial, therefore polynomial as well.

(c) Give a Las Vegas algorithm that, given an integer N > 1, outputs a list of all prime
factors of N (with multiplicities, and in any order). Your algorithm should still run in
expected polynomial time.

Solution:

FACTOR(N)

1 Compute d := ONE-FACTOR(N)
2 if d = “prime”, return d
3 else return FACTOR(d), FACTOR(N/d)

This procedure clearly outputs the desired factorization of N. To analyze its running
time, consider the recursion tree it traverses. This binary tree has as many leaves as N
has prime factors (with multiplicities), which is at most log, /N, so it also has at most
log, N internal nodes. Each node or leaf represents one call to ONE-FACTOR, which
takes expected polynomial time, so FACTOR also runs in polynomial time.

(d) Factoring integers in polynomial time (expected or deterministic) is a longstanding
open problem. What does this say about SQRT?

Solution: It is at least as hard as factoring. In other words, it doesn’t exist, as far as
we know.

Problem 2-4. Merchant Tycoon

You have been named minister of trade in the middle ages in the distant United Hackers Kingdom
(UHK). The UHK has a set of n major cities each with goods it wishes to sell and buy. Your job is
to manage the trade network and trade caravans of the kingdom in order to increase revenues.

(a) Your first assignment is to improve the road system of the UKH. There are currently
no roads, and you are given D hackies (the units of currency) to build them. Each
city with a trade route to the capital, Hackerville, will create a taxation revenue of p
hackies per month. Constructing a road between two cities (%, j) has a constant cost c.
Create an efficient algorithm that maximizes the monthly revenue from trade routes.

Solution: We are looking for an MST that costs less than D weight. We can run
Prim’s algorithm with the capital as the starting node. However, because all the costs
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are the same, then there is actually the much simpler solution of adding % roads from

the capital to the other cities. This in fact only takes O(E) time, which is faster than
Prim’s algorithm.

(b) With tax revenue flowing in, you have managed to connect all your cities to each
other with roads. The time to travel between cities (i, j) is ¢;;. Your next task is
to manage the trade caravans of the kingdoms. You would ideally like to send one
caravan between every two cities in your kingdom so that goods from one city will
appear in every other city. Merchants are greedy, however. Each time a merchant
visits a city he will sell off at most ¢ percent of his original stock in the black market,
such that by the time the merchant reaches the destination he may have no more stock
left to sell. Devise an efficient algorithm that will find if a merchant can be sent
between two cities and arrive with some stock left, and if so it will do so in the fastest
time possible. Your algorithm should run in o(n*q~1).

Solution: Run the matrix multiplication shortest path algorithm but only carry out the
multiplication up to ¢’ times, where ¢’ is the largest integer that is no greater than %

This gives a performance of O(n?log ¢') with repeated squaring of matrices.

(c) Terrible news! An attack by bandit raiders has made the roads unsafe to travel, which
has greatly affected the revenue influx from your trade network. On the plus side, the
caravans are no longer corrupt. Each road has a probability p; ; that the caravan will
be destroyed. You would still like to send caravans between every two cities to keep
trade alive. Give an efficient algorithm that gives the paths between cities where the
probability that the caravans will be raided is minimized.

Solution: First, turn the probabilities that the caravans are destroyed p; ; and turn it
into the probability that the caravans will not be destroyed p; ; = 1 — p; ;. Now the
probability that a caravan gets to its destination safely is the product of the probabil-
ities along the paths. Use the log probability of the these new weights and take their
negatives. Since multiplying probabilities is equivalent to adding negative log proba-
bilities, the weights — log p; ; may be used with any all pairs shortest paths to find the
safest path .

(d) The raids have caused major food shortages throughout the kingdom. Each city pro-
duces one staple that must be distributed to every other city. The king has decided
that the capital is more important than the other cities, and prefers that caravans travel
through them to keep its food stocks full. However, if the caravan has a probability of
more than m of getting raided while traveling through the capital then it is preferable
to not send the caravan through there. If no path with overall probability less than m
is found, then the caravan should not be sent at all. Redesign your algorithm from part
(c) to take this new constraint into account.
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Solution: Run Floyd-Warshall, using the same weights from part (c) and putting the
node corresponding to the capital city in the front of the nodes list. If a path with
weight less than — log m is found going through the capital, keep this path. If not, test
the shortest path for weight, and if it is still greater than or equal to — logm then do
not send out a caravan. The other solution is to run Johnson’s algorithm, but in each
iteration of Dijkstra to check the path through the capital first and then check for the
shortest path. Either solution will work.



Michael E Plasmeier

From: Aizana Turmukhametova <aizana@MIT.EDU>

Sent: Wednesday, October 03, 2012 2:29 PM

To: Aizana Z Turmukhametova

Subject: 6.046/18.410 announcement: Quiz 1 Announcement (must read)
Follow Up Flag: Flag for follow up

Flag Status: Flagged

Note: This mail was sent to all students in the stellar class Design and Analysis of Algorithms

Quiz 1 Announcement (must read)

What: Quiz |

When: Thursday, October 11, 2012, 11:05am - 12:25 pm during normal class hours. The exam is 80 minutes long.
oL IUNLES ong
Please show up early so that we can start and finish on time. ~———

Where: 26-100 (normal lecture room). Please leave a free seat next to you on both sides unless you're sitting next to
the aisle. Please fill the room from front to back and try to secat efficiently.

Special Accommodation: If you require a special accommodation for the quiz such as a distraction free room and
extra time, please let us know ASAP. You should email aizana@mit.cdu before Thursday. October 4.

Crib sheet: The quiz 15 closed book. Books. notes. laptops, calculators, phones, ete. are not allowed. You may.
however, brii Tect onan 8 1/2" x | - Ad paper. You may useboth sides 9f the paper and write or print
as small as you Ti ouarc allowed only one crib sheet and no other helper material or device.

Material covered: You are responsible for all material covered up to October 5: Lectures 1-9, Recitations 1-4,
Problem Sets 1-2. You are also responsible for the material covered in the corresponding sections in the textbook. as
indicated by the reading assignments on the course calendar.

Quiz format: There will be true/false questions, and short and long problems that are in total worth 80 points. The
quiz format is similar to previous years. but the material coverage may differ. A sample quiz from the previous term
has been posted.

Quiz review: During recitation 4 on Friday, October 5. Additional quiz review Ol will be scheduled.
This announcement was made in Stellar on 2012 October 03 by Aizana Turmukhametova

The announcement is also posted on the class website:
https://stellar. mit.edw/S/course/6/fal2/6.046J/index.html
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Design and Analysis of Algorithms P{ rl (f (0 / { March 6, 2012
Massachusetts Institute of Technology 6.046]/18.410J
Profs. Dana Moshkovitz and Bruce Tidor Quiz 1

Quiz 1

e Do not open this quiz booklet until you are directed to do so. Read all the instructions first.

¢ The quiz contains 4 problems, several with multiple parts. You have 80 minutes to earn 80
points.

e This quiz booklet contailf\gi(;),péges, including this one, and a sheet of scratch paper which
can be detached

e Wrife your - solutions in the ; space provxded If you run out of space contmue your answer on
the back of the same sheet and make a notation on the front of the sheet.

e Do not waste time deriving facts that we have studied. It is sufficient to cite results from
class.

e When we ask you to “give an algorithm” in this quiz, describe your algorithm in English
or pseudocode, and provide a short argument for correctness and running time. You do not
need to provide a diagram or example, unless it helps make your explanation clearer.

e Do not spend too much time on any one problem. Generally, a problem’s point value is an
indication of how many minutes to spend on it.

e Show your work, as partial credit will be given. You will be graded not only on the correct-
ness of your answer, but also on the clarity with which you express it. Please be neat.

e Good luck!

| Problem | Title | Points | Parts | Grade | Initials |
0 Name 1 1
1 True or False 24 8
2 Translation 25 5

3 All Pairs Shortest Red/Blue Paths 18 3

- Telephone Psetting 12 3

Total 80

Name:
Circle your recitation:

R0O9 R10 RO3 R0O4 RO7 RO8 RO5 RO6
F10 F11 F12 F1 F1 F2 F2 F3
Yuri Yuri Igor Igor Sarah Sarah Lin Lin
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Problem 0. Name. [1 point] Write your name on every page of this exam booklet! Don’t forget
the cover.

Problem 1. True or False. [24 points] (8 parts)

Circle T or F for each of the following statements to indicate whether the statement is true or false,
and briefly explain why. Your justification is worth more points than your true-or-false designation.

(a) T/F |The solution to the recurrence T(n) = 2"T'(n — 1) is T(n) = ©((vV2)™**").
\__/(Assume T'(n) = 1 for n smaller than some constant c).

f } a 5’!@ @/ " ;r/’ U *
Clluh \M/ ) i

and Qah s % M&{Wf.
\(7')
7

e Ung  ¢0lpy Wi/

(b)) T/F The solution to the recurrence T'(n) = T(n/6) + T(7n/9) + O(n) is O(n).
(Assume T'(n) = 1 for n smaller than some constant ¢). 7; { )

ﬂ%q)
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(c) @ F Inasimple, undirected, connected, weighted graph with at least three vertices and
unique edge weights, the heaviest edge in the graph is in no minimum spanning
tree.

\f\/Ou (QI f‘é‘{ /-x/rj, ;‘ﬂ ‘;n ﬁ/(/c
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@@ T The weighted task scheduling problem with weights in the set {1,2} can be
solved optimally by the same greedy algorit}}m used for the unweighted case.

! Lx/(ﬂy/
’Ci'f_;;f‘,/ —nap } (ol

A , /o { ol 4 Yy,
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(e)@F Two polynomials p, g of degree at most n — 1 are given by their coefficients, and
a number z is given. Then one can compute the multiplication p(z) - ¢(z) in time

O(logn).

Jhat gl T T 7
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() T@' Suppose we are given/an array A of Aofn dlstmct elements, and we want to find n/2
elements in the array/whose median is also the median of A. Any algorithm that
does this must take £(n log n) time.

b

of so

@ ( No Ul o fiéﬁw W'
)mf,?.;j O( ) ;

(g TF Thereisadensity 0 < p < 1 such that the asymptotic running time of the Floyd-
Warshall algorithm on graphs G (V, E) where |E| = p|V|* is better than that

of Johnson’s algorithm.
R R F 0l 4 )

~

(th) T F \Conmder the all pzurs shortest paths problem where there are also weights on
“ the vertices, and the weight of a path is the sum of the weights on the edges

and vertices on the path. Then, the following algorithm finds the weights of the
shortest paths between all pairs in the graph:

APSP-WITH-WEIGHTED-VERTICES (G, w):
for (u,v) e £ f
Set w'(u, v) = (w(u) +w(v))/2 + w(u,v)
Run Johnson’s algorithm on G, w' to compute the distances ¢'(u, v) forall u,v € V.
foru,veV
Set dyy = 8'(u,v) + 3(w(u) + w(v))

L A W=

) - [
(/ \/\/ L 1 WG’{D ,//?V Uy )/} (19 G

N4 L5 /“ 0 Congf
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Problem 2. Translation [25 points] (5 parts)

You have been hired to manage the translation process for some documentation. Unfortunately,
different sections of the documentation were written in different languages:_n languages in total.
Your boss wants the entire documentation to be available in all n languages.

S—

There are m different translators for hire. Some of those translators are volunteers that do not
get any‘mor their services. Each translator knows exactly two different languages and can
translate back and forth between them. Each translator has a non-negative hiring cost (some may
work for free). Unfortunately, your budget is too small to hire one translator for each pair of
languages. Instead, you must rely on chains of translators: an English-Spanish translator and
a Spanish-French translator, working together, can translate between English and French. Your
goal is to find a minimum-cost set of translators that will let you translate between every pair of
languages. ' ' L

\ 11 | ] |

o f(@lling (06 = Pl Novw by /

We may formulate this problem as a 'eoﬁfﬂ@ﬁ@%{wwith non-negative
(i.e., zero or positive) edge weights w. The vertices V' are the languages for which you wish to
generate translations. The edges E are the translators. The edge weight w(e) for a translator e
gives the cost for Wnslme). A subset S C E of translators can be used to translate
between a, b € V if and only if thesubgraph Gs = (V, S) contains a path between a and b. The set

S C FEis a translation network if and only if S can be used to translate between all pairs a,b € V.

(a) Prove that each minimum spanning tree of G is also a minimum-cost translation net-

work. L - \ (
LY, Mir “€ annina -Jl'/ 00 V{J{'f’l
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Q\h oy b [ (ofe (’cr’l_ %
(b) Give an example of a riinimum-cost translation network that is not a minimum span-

\

ning tree of G. C A ] , ol - ,
" J /\}\W’(JH' [‘{ @& O WAt % oM HO
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)
P

(n
S\ [ P |
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vty v SAngl Y
i :

(c) Give an efficient algorithm that takes G as input, and outputs a minimum-cost trans-
lation network of GG. State the runtime of your algorithm in terms of the number of
languages n and the number of potential translators m.

{
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Your bosses have decided that the previous approach to translation doesn’t work. When attempting
to translate between Spanish and Portuguese — two relatively similar languages — it degrades the
translation quality to translate from Spanish to Tagalog to Mandarin to Portuguese. There are
certain clusters of languages that are more closely related than others. When translating between
two languages that lie within the same cluster, such-as Spanish and Portuguese, the translation
is of high quality when the sequence of languages used to translate between them is completely
contained within the cluster.

More formally, the language set V' can be divided 1ntoGisiomt clusters (1, .. mach cluster

C; contains languages that are fairly similar; each language is contained in exactly one cluster.

( \\)Sk a Your bosses have decided that a translation between a,b € C; is high-quality if and only if all of

r

N

A%

| j,u"r' ) the languages used on the path from a to b are also in C;. The translator set .S is a high-quality
translation network if and only if it is a translation network, and for any language cluster C; and

» L:\\ﬂ any languages a,b € Cj, S can be used for a high-quality translation between a and b. /) ﬂ / 0
\ If'w v“ v

L 0" . - . . : _
05" (d) Suppose that S is a minimum-cost high-quality translation network. Let S; = SN

\o\ v (C; x C;) be the part of the network S that lies within the cluster C;. Show that S; is

a minimum-cost translation network for the cluster C;.
oV V. oy

Wit Tt pglalier
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(e) Give an efficient algorithm for computing a minimum-cost high-quality translation
network. Analyze the runtime of your algorithm in terms of the number of languages
n and the number of translators m.

(O/ﬂpUTQ ﬁQ, n {04 A ]‘ 2 b V4 /\(D(}/fb
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Problem 3. All Pairs Shortest Red/Blue Paths. [18 points] (3 parts)

You are given a directed graph G = (V, F) with edge weights w : E — R. In addition, each edge
of the graph is either red or blue. The shortest red/blue path from vertex i € V to vertex j € V' is
defined as the shortem—ﬁuo . to j among those paths that go through exactly one rmf
there are no such paths, the length of the shortest red/blue path is co). L B

We can represent this graph with two n x n matrices of edge weights, W, and W, where W,
contains the weights of all red edges, and Wb contains the wexghts of all blue edges.

“why il That
(a) Given the Floyd-Warshall algorithm below, how would you modify the algorithm to
obtain the lengths of the shortest paths that only go through blue edges?

FLOYD-WARSHALL (W): \ \ _ I
n = W.rows " l/U] \0 \/(/b Yaty el )| f//

; DO =W

3 fork=1ton
4 let D®) = (d( 9) be a new n X n matrix
5 fori=1ton
6

7

8

forj=1ton
dY = min(d$ ™V, df ™ +d&Y)
ij e ]
return D™
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(b) How would you modify your algorithm from part (a) to keep track not only of shortest
paths with only blue edges, but also those with exactly one red edge, and to output the
lengths of the shortest red/blue paths for all pairs of vertices in this graph?

L 0 Mq*/~

/ {

]

Gy LJ s Ter 'V\/LO”L g bar' B

(c) Prove the correctness of your algorithm using a loop invariant.

@ W(‘ 5 Al
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Problem 4. Telephone Psetting. [12 points] (3 parts)

Upon realizing that it was 8:30 PM on Wednesday and he had not yet started his 6.046 pset, Ben
Bitdiddle found n — 1 other students (for a total of n students) in the same situation, and they
decided to do the’pset, which coincidentally had n problems in total, together.

Their brilliant plan for finishing the pset in time was to sit in a circle and assign one problem to
each student, so that for¢ = 0, 1, ..., n—1, student 7 did problem number %, and wrote up a solution
for problem }Hgg_ﬂﬂlggﬁ)‘pﬁim hen, they each copied the solutions to all the other problems
from the student next to them, so that student 7 was copying from student 7 — 1 (and student 0 was
copying from student n — 1). | -]

(:j |
Unfortunately, they were in such a hurry that the copying chain degraded the quality of the solu-
tions: by the time student ¢’s solution to problem 7 reached student j, where d = j — @ (mod n),
d € {0,1,...,n — 1}, the solution was only worth 5p(i) = —

(a) Write a formula that describes the total pset score §(a:) for student x, where the total
pset score is the sum of the scores that student z got on each of the n problems.

! § T gl
e g utn pa

(b) Describe a simple O(n?) algorithm to calculate the pset scores of all the students.

(Un \F

(c) Describe a O(n logn) algorithm to calculate the pset scores of all the students.

&O gﬁﬂ“@hgm( (, ()J& ~ p[)

J o y
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Problem 0. Name. [I point] Write your name on every page of this exam booklet! Don’t forget
the cover,

Problem 1. True or False. [24 points] (8 parts)

Circle T or F for each of the following statements to indicate whether the statement is true or false,
and briefly explain why. Your justification is worth more points than your true-or-false designation.

(a) T F The solution to the recurrence T(n) = 2"T(n — 1) is T(n) = O((V2)"*").
(Assume T(n) = 1 for n smaller than some constant c).

Solution: [3 points] True. Let T(0) = 1.

Then T(ﬂ) =9n. -2r|—1 s 2n—2 . '21 - 2[nv(u~!]‘(n—2}*...+l)_

Because Y1, i = n(n+1)/2, we therefore have T'(n) = 20"+7/2 = (/7)n*4n,
Some students also correctly solved the problem by using the substitution method.
Some students made the mistake of multiplying the exponents instead of adding
them. Also, it has to be noted that 2%*/2 # B(2"),

(b) T F The solution to the recurrence T(n) = T(n/6) + T(7Tn/9) + O(n) is O(n).
(Assume T(n) = 1 for n smaller than some constant c).

Solution: [3 points] True. Using the substitution method:

T(n) < cn/6 + Tenf9+an
< 17en/18 +an
< en—(en/18 —an)

This holds if ¢/18 — a 2 0, so it holds for any constant ¢ such that ¢ > 18a.

Full credit was also given for solutions that uses a recursion tree, noting that the
total work at level i is (17/18)'n, which onverges to O(n).
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(¢ TF

(d TF

() TF

In asimple, undirected, connected, weighted graph with at least three vertices and
unique edge weights, the heaviest edge in the graph is in no minimum spanning
tree.

Solution: [3 points] False, If the heaviest edge in the graph is the only edge
connecting some vertex to the rest of the graph, then it must be in every minimum
spanning tree.

The weighted task scheduling problem with weights in the set {1,2} can be
solved optimally by the same greedy algorithm used for the unweighted case.

Solution: [3 points] False. The algorithm will fail given the set of tasks (given
in the form ((si, fi), wi):
{((0,1),1),((0,2),2)}.

Two polynomials p, ¢ of degree at most n — 1 are given by their coefficients, and
a number « is given, Then one can compute the multiplication p(i) - g(:x) in time
O(logn).

Solution: [3 points] False. We need at least ©(n) time to evaluate each poly-
nomial on @ and to multiply the results. Some students argued incorrectly that
it must take O(nlogn) using FFT, but FFT overkills because it computes all
coefficients, not just one.

6.0461/18.410] Quiz 1 Solutions Name.

) TF

(g TF

(h) TF

Suppose we are given an array A of n distinct elements, and we want to find n/2
elements in the array whose median is also the median of A. Any algorithm that
does this must take £2(n log n) time.

Solution: [3 points] False. It's possible to do this in linear time using SELECT:
first find the median of A in ©(n) time, and then partition A around its median.
Then we can take n/4 elements from either side to get a total of n/2 elements in
A whose median is also the median of A.

There is a density 0 < p < 1 such that the asymptotic running time of the Floyd-
Warshall algorithm on graphs G = (V, E) where |E| = p|V|* is better than that
of Johnson's algorithm.

Solution: [3 points] False. The asymptotic running time of Floyd-Warshall is
O(V*®), which is at best the same asymptotic running time of Johnson's (which
runs in O(VE + V log V) time), since £ = O(V?)

Consider the all pairs shortest paths problem where there are also weights on
the vertices, and the weight of a path is the sum of the weights on the edges
and vertices on the path. Then, the following algorithm finds the weights of the
shortest paths between all pairs in the graph:

APSP-WITH-WEIGHTED-VERTICES (G, w):

1 for(u,v)e E

2 Set w'(u,v) = (w(u) + w(v))/2 + w(u, v)

3 Run Johnson's algorithm on G, w' to compute the distances &'(u, v) forall u,v € V.
4 foru,veV

5 Set dyy, = 0'(u,v) + %(m(u) +w(v))
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Solution: [3 points] True. Any shortest path from u to v in the original graph is

still a shortest path in the new graph. For some path {vg, vy, ..., v}, we have:
k-1
w' v~ v) = 3 (w(w) +w(vi1))/2 + w(v, visn)
=0

k=1 1 k-1 k
=S utnen 4§ (Ko + 3 w(u.))
i=1

i=0 i=0
k=1 k 1
=3 wlvvie) + 3 w(v) = 5(w(w) + wlv))
i=0 i=0 a
1
= w(ty ~ v) — i(w(vu) + w(w))
Therefore, the order of all paths from v to vy remains unchanged so Johnson's

algorithm in line 3. finds the correct path, and the adjustment in line 5 finds the
correct length dyy,, .

6.046]/18.410J Quiz 1 Solutions Name. 6

Problem 2. Translation [25 points] (5 parts)

You have been hired to manage the translation process for some documentation. Unfortunately,
different sections of the documentation were written in different languages: n languages in total.
Your boss wants the entire documentation to be available in all n languages.

There are m different translators for hire. Some of those translators are volunteers that do not
get any money for their services. Each translator knows exactly two different languages and can
translate back and forth between them. Each translator has a non-negative hiring cost (some may
work for free). Unfortunately, your budget is too small to hire one translator for cach pair of
languages. Instead, you must rely on chains of translators: an English-Spanish translator and
a Spanish-French translator, working together, can translate between English and French. Your
goal is to find a minimum-cost set of translators that will let you translate between every pair of
languages.

We may formulate this problem as a connected undirected graph ¢ = (V, E) with non-negative
(i.e., zero or positive) edge weights w. The vertices V' are the languages for which you wish to
generate translations. The edges E are the translators. The edge weight w(e) for a translator e
gives the cost for hiring the translator w(e). A subset S C E of translators can be used to translate
between a,b € V if and only if the subgraph Gs = (V, .S) contains a path between a and b. The set
S C E is a translation network if and only if S can be used to translate between all pairs a, b ¢ V.

(a) Prove that cach minimum spanning tree of G is also a minimum-cost translation nct-
work.

Solution: [5 points] Let T be some minimum spanning tree of G. Because T is
a spanning tree, there is a path in T between any pair of vertices. Hence, T is a
translation network.

For the sake of contradiction, suppose that T' is not a minimum-cost translation net-
work. Then there must be some translation network § with total cost strictly smaller
than T'. Because S connecls every pair of vertices, it must have some spanning tree 7
as a subgraph, Because all edge weights are nonnegative, we have w(T") < w(S) <
w(T). Hence, T' is not the minimum spanning tree. This contradiction means that all
spanning trees are also minimum-cost translation networks.
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(b) Give an example of a minimum-cost translation network that is not a minimum span-

ning tree of G,

Solution: [5 points] If the graph of translators contains a cycle of translators all
willing to work for $0, then it is possible to hire all of the translators in the cycle
without increasing the overall cost of the translation network. The smallest example
of this is the following:

B ‘
§0 @

All three MSTs of the graph have total cost $0, so any translation network of cost $0
has minimum cost. Hence, we can take all translators in the cycle to get a minimum-
cost translation network that is not an MST.

(¢) Give an efficient algorithm that takes G as input, and outputs a minimum-cost trans-

lation network of G. State the runtime of your algorithm in terms of the number of
languages n and the number of potential translators m.

Solution:  [5 points] We saw in part (a) that every minimum spanning tree is a
minimum-cost translation network of G. Hence, to find a minimum-cost translation
network, it is sufficient to find a minimum spanning tree of G. We may do so using
Kruskal's algorithm, for a runtime of ©(mlogn), or using Prim’s algorithm, for a
runtime of ©(m + nlogn).

6.046J/18.410J Quiz 1 Solutions Name. 8

Your bosses have decided that the previous approach to translation doesn’t work. When attempting
to translate between Spanish and Portuguese — two relatively similar languages — it degrades the
translation quality to translate from Spanish to Tagalog to Mandarin to Portuguese. There are
certain clusters of languages that are more closely related than others. When translating between
two languages that lie within the same cluster, such as Spanish and Portuguese, the translation
is of high quality when the sequence of languages used to translate between them is completely
contained within the cluster.

More formally, the language set V' can be divided into disjoint clusters CY, ..., Cy. Each cluster
C; contains languages that are fairly similar; each language is contained in exactly one cluster.
Your bosses have decided that a translation between a, b € C; is high-quality if and only if all of
the languages used on the path from a to b are also in Cy. The translator set S is a high-quality
translation network if and only if it is a translation network, and for any language cluster C; and
any languages a, b € C;, S can be used for a high-quality translation between a and b.

(d) Suppose that S is a minimum-cost high-quality translation network. Let §; = SN
(Ci x C%) be the part of the network S that lies within the cluster C;. Show that S; is
a minimum-cost translation network for the cluster C;.

Solution: [5 points] Let S; be a minimum-cost translation network for C;. Because
S is a high-quality translation network, S; must contain a path between every pair
of nodes in C}, so S; is a translation network for C;. For the sake of contradiction,
assume that S; is not minimum-cost. Then w(S;) > w(S;).

Consider the translation network S* = (S — 8;)US;. Then w(S*) = w(S) —w(S;) +
w(S7) < w(S). Because S} is a translation network of Cj, replacing S; with S} will
not disconnect any pair of vertices in the graph. Furthermore, any pair of vertices
connected by a path in S that lay inside a particular cluster will be connected by a
path in S* that lies within the same cluster, Hence, S5* is a high-quality translation
network with cost strictly less than S. This contradicts the definition of S, so S; must
be a minimum-cost translation network.

(e) Give an efficient algorithm for computing a minimum-cost high-quality translation
network. Analyze the runtime of your algorithm in terms of the number of languages
n and the number of translators m.

Solution: [5 points] The idea behind this algorithm is to first compute one MST for
each individual cluster, and then to compute a global MST using the remaining edges.
More specifically, we do the following:

1. For each edge (u,v), if there is some cluster C; such that u,v € Cj, then add
(u,v) to the set E;. Otherwise, add (u, v) to the set Eyoar.
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2. For each cluster C;, run Kruskal’s algorithm on the graph (€}, E;) to get a minimum- Problem 3. All Pairs Shortest Red/Blue Paths. [18 points] (3 parts)
cost translation network T; for the cluster. Take the union of these minimum to You are given a directed graph G = (V, E) with edge weights w : £ — R. In addition, each edge
get a forest T, of the graph is either red or blue. The shortest red/blue path from vertex i € V to vertex j € V' is
3. Construct an empty graph Gyiia on nodes {1,..., k}. For each edge (u,v) in defined as the shortest path from i to j among those paths that go through exactly one red edge (if
Ejiotat, Where u € Cj and v € Cj, check whether the edge (i, j) is in the graph there are no such paths, the length of the shortest red/blue path is oc).
Gytobar- If 50, set w(i, j) = min{w(i, 7), w(u,v)}. Otherwise, add the edge (i, j)
to the graph Gy In either case, keep a mapping source(1. j) = (u®,v*) such
that w(i, j) = w(u®,v*).
4. Run Kruskal's algorithm on the graph G giear to get Tyrppar.
5. For each edge (1, j) € Tyopa add the edge source(z, 7) to T
We begin by examining the runtime of this algorithm. The first step requires us to
be able to efficiently discover the cluster C; that contains each vertex, which can be

We can represent this graph with two n x n matrices of edge weights, W, and W}, where W,
contains the weights of all red edges, and W, contains the weights of all blue edges.

(a) Given the Floyd-Warshall algorithm below, how would you modify the algorithm to
obtain the lengths of the shortest paths that only go through blue edges?

FLOYD-WARSHALL(W):

precomputed in time ©(m) and stored with the vertices for cfficient lookup. So this 1 n=Wrows

filtering step requires ©(1) lookup per edge, for a total of ©(m) time. 2 DO =W

The second step is more complex. We run Kruskal's algorithm on each individual 3 fork=1ton

cluster. So for the cluster C}, the runtime is ©(| £;| g |C}!). The total runtime here is: 4 let W) = (dg‘)) be a new n X n matrix

k k k S fori=1ton
B < | B — 2| < 6 forj=1ton
‘Z:l:u [E]|1g]Ci| < ;ﬂ |Ei|lgn (ulgn)g |Bi| < amlgn 2 A = min(d™, d=" + 45

8 return D™

Hence, the total runtime for this step is ©(m lgn).
The third step also requires care. We can store the graph to allow us to efficiently

lookup w(-, -) and to tell whether an edge (i, j) has been added to the graph. We can
also store source(-, -) to allow for ©(1) lookups. So the runtime here is bounded by
©(m). The fourth step is Kruskal's again, only once, on a graph with £ n vertices
and < m edges, so the total runtime is ©(mlgn). The final step involves a lookup
for each edge (i,j) € T, for a total runtime of ©(k) < ©(n). Hence, the runtime
is dominated by the two steps involving Kruskal. So the total worst-case runtime is
B(mlgn).

Next we consider the correctness of this algorithm. Suppose that the result of this
pracess is not the minimum-cost high-quality translator network. Then there must
be a high-quality translator network S that has strictly smaller cost. Because S is a
minimum-cost high-quality translator network, we know that the portion of S con-
tained in the cluster C; is a minimum-cost translator network for C;, which has the
same cost as the minimum spanning tree for that cluster computed in step 2 of the
algorithm. So the total weight of all inter-cluster edges in § must be strictly less than
the total weight of all inter-cluster edges in T. But the set of all inter-cluster edges
in T formed a minimum spanning tree on the cluster, so any strictly smaller sct of
edges cannot span the set of all clusters. So S cannot be a translation network. This
contradicts our assumption, and so T must be a minimum-cost high-quality translation
nelwork,

Solution: [6 points] In order to find shortest paths going through only blue edges, it
suffices to ignore the red edges and run Floyd-Warshall on only the blue edges of the
graph. We make the following changes:

* Replace each occurrence of W with W in lines 1 and 2.

o Replace the matrices D®) with blue versions D{*' in lines 2, 4, and 8.

® Replace the matrix elements dff) with blue versions dﬁl inlines 4 and 7.
While the second and third changes above are unnecessary for this part, they lay the
groundwork for future parts below.
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(b) How would you modify your algorithm from part (a) to keep track not only of shortest

paths with only blue edges, but also those with exactly one red edge, and to output the
lengths of the shortest red/blue paths for all pairs of vertices in this graph?

Solution: [6 points] Add a new set of matrices D™ that give lengths of shortest paths
with exactly one red edge and intermediate vertices up to k. The resulting pseudocode
is as follows:

RED-BLUE-FLOYD-WARSHALL(W,, W3):

1 n=W,.rows

2 D =w,

3 pO=w,.

4 fork=1ton

5 let D,Ek) = {dgﬁ)j), D = (d(,f",-i-) be new n x n matrices

6 fori=1ton

7 forj=1ton
TSy
9 dy i =min(dy 5 dyyc + dyy !dl(.-,uk e dr(-‘kj )
10 return D&
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(¢) Prove the correctness of your algorithm using a loop invariant.

Solution: [6 points] The procedure for keeping track of paths that go through only
blue edges is exactly equivalent to running Floyd-Warshall on the subgraph that con-
tains only the blue edges of G, which is sufficient to show the correctness of D,(,"" for
all k.

Loop invariant: at the end of every iteration of the for loop from k = 1 to n, we have
both the length of the shortest path for every pair (i, j) going through only blue edges
and the length of the shortest path for every pair (i, j) going through exactly one red
edge, in each using intermediate vertices only up to k.

Initialization: At initialization k = 0, there are no intermediate vertices. The only blue
paths are blue edges, and the only paths with exactly one red edge (red/blue paths) are
red edges, by definition,

Maintenance: Each iteration gets the shortest blue-edges-only path going from i to
j using intermediate vertices up through k accurately, due to the correctness of the
Floyd-Warshall algorithm.

For the paths including exactly one red edge, for a given pair (z, §), there are two cases:
either the shortest red/blue path from i to j using intermediate vertices through k does
not go through k, or it does. If it does not go through k, then the length of this path is
equal to d,‘.ﬁ;l). If it does go through k, then the red edge on this path is either between
i and k or between k and j. Because of the optimal substructure of shortest paths,
we can therefore break this case down into two subcases: the shortest path length is
equal to min(d; ? + dff;?, sy Y + a5, Line 9 in the algorithm above finds the
minimum path length of these three different possibilities, so this iteration must find
the shortest path length from 7 to j going through exactly one red edge, using only
intermediate vertices through k.

Termination: After n passes through the loop, all paths with intermediate vertices up to
n have been included, and as there are only n vertices, shortest paths using all vertices
as intermediates will be discovered.
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Problem 4, Telephone Psetting, [12 points] (3 parts)

Upon realizing that it was 8:30 PM on Wednesday and he had not yet started his 6.046 pset, Ben
Bitdiddle found n — 1 other students (for a total of n students) in the same situation, and they
decided to do the pset, which coincidentally had n problems in total, together.

Their brilliant plan for finishing the pset in time was to sit in a circle and assign one problem to
cach student, so that fori = 0, 1,...,n—1, student 7 did problem number 7, and wrote up a solution
for problem i meriting p(i) points. Then, they each copied the solutions to all the other problems
from the student next to them, so that student i was copying from student i — 1 (and student 0 was
copying from student n — 1).

Unfortunately, they were in such a hurry that the copying chain degraded the quality of the solu-
tions: by the time student i's solution to problem i reached student j, where d = j — i (mod n),
d € {0,1,...,n — 1}, the solution was only worth z27p(i) points.

(a) Write a formula that describes the total pset score S(x) for student x, where the total
pset score is the sum of the scores that student & got on each of the n problems.

n—1
1

Solution: [3 points] S(z) =Y I - p(d)
=0

Alternatively, it is also correct to give the equivalent sum:
n=1

S(x) = Z H_;] +p((x — i) mod n)
i=0

(b) Describe a simple O(n?) algorithm to calculate the pset scores of all the students.

Solution: [3 points] Use the formula given in part (a) to calculate each student’s
score. Because calculating the score requires summing n numbers, it takes O(n) time
to calculate a single score, and therefore O(n?) time to calculate all the scores.

Describe a O(n logn) algorithm to calculate the pset scores of all the students.

(c

~—

Solution: [6 points] The formula in the solution to part (a) describes a convolution:
letting g(y) = y_lf' the formula in part (a) can be written as S : Z, — R, where
S(x) = 3 ez, pli)g(z = i) = (p® g)(x). The algorithm is as follows:

1. Apply FFT on p and g to get p and § (time ©(nlogn)).

2. Compute the transformed convolution § = p-g (time B(n)).

3. Apply the inverse FFT to get back the convolution S (time ©(n log n)).

6.046J/18.410] Quiz I Solutions Name.

Alternatively, define two polynomials:

-1 n-1

. . 1.

Py(z) = z p(i mod n)z' and Py(x) = Z 1_+—1:1:'. Then student j’s pset score is

i=0 i=0
equal to the coefficient of z"*7 in the product of the polynomials P; and P,. Because
we are multiplying two polynomials of degree at most 2n — 1, we can apply the poly-
nomial multiplication method seen in class, which is outlined above: apply the FFT to
get the evaluations of P and P, on the roots of unity of order 2n, pointwise multiply,
and finally apply the inverse FFT to get the coefficients of the product.
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PoLYNOMIAL MULTIPLICATION AND THE FFT
THE SCHOOL BOOK METHOD @ML L()/ |0

Given polynomial A( X) = 6x° + 7x% - 10x + 9 and B(x) = 2x3 + 4x - 5, their product C(x) can be
calculated by the simple "school book" method as follows:

6x° *7x2 - 10x +9 £W//b7 w{giw

- 9yd +4x -5

- 30x° - 35x2 + 50x - 45
24x% + 28x3 - 40x% + 36x
- 12x8 - 14x° + 20x* - 18x°

-12x8 - 14x° + 44x* - 20x° - 75x% + 86x - 45

L @,/Wc#c(da

In summation form, if A(x) and B(x) are of degree m,

- J 7 iy i) do L @j&}

C(x) = Sum ¢; ¥, where ¢j = Sum ak bj - k

=0 k=0 | | b\/}’ w\(vtulk A VQJ/%’

Polynomial A(x), above, could be shown in a coefficient representatisfl as the vector of
coefficients (9, -10, (Z 6). [Note that coefficients are typically specified with thwfﬂment
first, then the coefficient of the x! term, and so on in increasing order.]

Alternatively, it could be specified in a point-value representation by_ej‘aluﬂn i m
points. For example, if A(x) were evaluated at the points x =0, 1, 3, -1, its pomt -value
representation would be {(0, 9), (1, 12), (3, 204), (-1, 20)}. lm/h-y W

The inverse of evaluation is%;‘f@at is, the coefficient representation of a polynomial
can be derived from a point=valte representation by interpolation. Any set of m+1 point-value
pairs (xi, yi) such that all the x \ ues are d|st1nct uniquely defines a polynomial.

(i {m g
If two polynomials are specmed in d%lnt value re rQentatlon using the same evaluation points,

they can be multiplied by pointwise multiplication. However, because the product C(x) of two
m-degree polynomials will be of degreépwe would need to extend the point-value
representation of polynomials A(x) and B(x) to_2m+1 points in order to be able to interpolate
C(x) from the pointwise multiplication of the 2m+1 points of A(x) and B(x).

For example, if A(x) and B(x) above are each evaluated at the points x = -3, -2,-1,0,1, 2, and

10/10/2012 11:48 PM
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3, their point-value representations would be
A={(-3, -60), (-2, 9), (-1, 20), (0, 9), (1, 12), (2, 65), (3, 204)}
B ={(-3, 37), (-2, 3), (-1, -7), (0, -5), (1, -3), (2, -13), (3, -47)}

Since the product C(x) can be found by pointwise multiplication oftaeg pomials in
point-value representation, polynomial multiplication in this for

O(nz) cost of the "school book™ multiplication of polynomials in cGefficient representation.

CONVOLUTION

The convolution of two n-vectors U and V, denoted U * V, is an n-vector W with components

n-1
Wi = Sum uj Vi - j,
j=0

where 0 <=/ < n and the indices on the right-hand side are taken modulo n. The convolution of
two vectors is like the multiplication of two polynomials in coefficient form where the results are
wrapped around and added. mf%@ﬂ‘repﬁesamns of Two m-degree polynomials are
extended by padding the representation with m zero coefficients as placeholders for the
higher-order terms, then polynomial multiplication is equivalent to convolution.

THE DISCRETE FOURIER TRANSFORM

The discrete Fourier transform (DFT) of a vector v = (vo, v1, ..., vn-1) is a vector y = (yo, y1, ...,
Vn-1) Where

n-1

Yk = Sum v omegan,
j=0
where omegan = ™" is the principal nth root of unity, a complex number such that omegan® =

1fork=0,1, .., n-1. The value of omegan and the other complex nth roots of unity (the
powers of omegan) can be calculated using the definition of the exponential of a complex
number: )

(

e = cos(u) + i sin(u).

If an n-vector v is the coefficient representation of a polynomial, then the DFT of v is equivalent
to the evaluation of the polynomial at the n complex nth roots of unity. That is, the DFT can be
used to convert a polynomial from coefficient representation to point-value representation by
evaluation at n points.

20f3 10/10/2012 11:48 PM
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The inverse DFT, denoted as DFT'T, performs the reverse conversion, the interpolation from a
point-value representation to a coefficient representation:

n-1

aj =1/n Sum Yk on’;(:)gé-l\ﬁ'kjl

k=0

forj=0,1, ..., n1.
The Convolution Theorem

For any two n-vectors a and b, where n is a power of 2,

a* b= DFTon (DFT2n(a) - DFT2n(b))

where the vectors a and b are padded with leading 0's to length 2n, and where * denotes
convolution and - denotes the componentwise product of two 2n-element vectors.

This means that polynomial multiplication can be accomplished using the DFT, the inverse
DFT, and the pairwise multiplication of vectors.

THE FAST FOURIER TRANSFORM

Using the fact that, if n > 0 is even, the squares of the n complex nth roots of unity are the n/2

complex (n/2)th roots of unity, the DFT can be computed in O(n log n) time instead of O(nz)
time, using a divide-and-conquer strategy: the even-index and odd-index coefficients of A(x)

are used separately to define the two polynomials A®**"(x) and A9y of size n/2. This
method, (re)discovered by Cooley and Tukey in the 1960's, is called the fast Fourier transform
(EFT);

Since both the FFT and the inverse FFT run in time O(n log n) and pairwise multiplication of
vectors is O(n), using the FFT to perform convolution results in a O(n log n) algorithm for
polynomial multiplication.

Copyright © 2004 Jonathan Mohr

10/10/2012 11:48 PM
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Design and Analysis of Algorithms March 4, 2011
Massachusetts Institute of Technology 6.046]/18.410]
Professors Charles E. Leiserson and Dana Moshkovitz Practice Quiz 1

Practice Quiz 1

e Do not open this quiz booklet until you are directed to do so. Read all the instructions first.
e The quiz contains multi-part problems. You have 60 minutes to earn 60 points.

e This quiz booklet contains 8 double-sided pages, including this one and a double-sided sheet
of scratch paper; there should be 12 (numbered) pages of problems.

e This quiz is closed book. You may use one double sided Letter (8%" x 11”) or A4 crib sheet.
No calculators or programmable devices are permitted. Cell phones must be put away.

e Write your solutions in the space provided. Extra scratch paper may be provided if you need
more room, although your answer should fit in the given space.

e Do not waste time re-deriving facts that we have studied. It is sufficient to cite known results.

e Do not spend too much time on any one problem. Generally, a problem’s point value is an
indication of how much time to spend on it.

e Show your work, as partial credit will be given. You will be graded not only on the correct-
ness of your answer, but also on the clarity with which you express it. Be neat.

e Good luck!

| Problem | Points | Grade | Initials ]

| 8
2 10
3 10
4 10
3 10
6 12
Total
Name:
Circle your recitation:
RO1 RO2 RO3 RO4 RO5 RO6
F10 F11 F12 Fl F2 F3

Michael Michael Prasant Prasant Szymon Szymon



Probability Toolkit

1. Markov Inequality: For any non-negative random variable X, Pr {X > A} <
E[X] /A

2. Chernoff Bounds: Let X, X5, X5....X, be independent Bernoulli trails
such that, for 1 < ¢ < n, Pr{X; =1} = p;, where 0 < p; < 1. Then, for
n

n
X = _E;,M:E[X] :lez',
1= 1=

6—1162/2 for 0<e<1
Prd{X <l -
£{X < c)u} < { 2-(+ee for € > 2e—1
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Problem 1. Recurrences Solve the following recurrences by giving tight ©-notation bounds. As
usual, assume that 7'(n) = O(1) for n < 2. [8 points] (2 parts)

(a) [4 points] T(n) = 9T'(/n) + O(log(n)).

(b) [4points]  T(n) = 7T(n/2) + O(n).
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Problem 2. True or False, and Justify [10 points] (5 parts)

Circle T or F for each of the following statements, and briefly explain why. Your justification is
worth more points than your true-or-false designation.

(a) T F [2points] Michael is working on his thesis and is stuck on the following prob-
lem: He has pairs of DNA sequences and a priority (the distribution of priorities
is uniform over [0, 1]) associated with each DNA sequence. He would like to in-
sert, delete pairs dynamically and search through N DNA sequences in O(log N)
expected time and at the same time retrieve the DNA sequence with the maximum
priority in O(1) time in the worst case. He hears about TREAPS from a student
enrolled in 6.046 and claims he has completed his thesis. Is he right?

(b) T F [2points] A static set of n elements can be stored in a hash table that uses O(n)
space and supports look up in O(1) time in the worst case.
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(¢) T F [2points] A Monte Carlo algorithm always runs in deterministic time.

(d T F [2points] Suppose we have computed a minimum spanning tree (MST) and its
total weight for some graph G = (V, E). If we make a new graph G’ by adding
1 to the weight of every edge in G, we will need to spend §2(E) time to compute
an MST and its total weight for the new graph G’
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(¢ T F [2 points] A data structure D allows insertions, deletions and search in O(1)
amortized time. Imagine the state of D after n insertions and m, m >> n,
searches. Then, D cannot take {2(n?) time for any deletion.

Problem 3. Boosting the probability (2 parts) [10 points]

(a) [5 points] Consider a Randomized algorithm A which is always correct when it out-
puts YES while it may tag a YES instance as a NO with probability 1/3. It has a
runtime of O(n log n) for an input instance of size n. Can you amplify the probability
of success to 1 — O(1/n?)? If yes, give an upper bound on the running time required
to achieve it. Otherwise, give a justification as to why it is not possible to amplify
probability of success.
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(b) [5 points] II is a Randomized algorithm that has an error probability of 1/4. That
is, it is a two sided error algorithm and hence outputs both false positives and false
negatives. Can you design a new algorithm IT’ which has the same functionality as II
but an error probability of 27¢, where ¢ > 3 is a constant? If so, how are the run times
of IT and IT' related? Otherwise, give a justification as to why one cannot construct IT’.
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Problem 4. Binary Counting (5 parts) [10 points] Consider the problem of implementing a
k-bit binary counter that counts upward from 0. We use an array A[0...%k — 1] of bits, where

k-1 ,

A.length = k, as the counter. The least significant bit is stored in A[0]. So, z = ) Ali].2".
i=0

Initially, = = 0, and thus A[i] = 0 fori = 0,1...n — 1. To add 1(modulo2*) to the value in the

counter, we use the following procedure.

INCREMENT(A):

1 é=0

2 while: < A.length and A[i] == 1
3 Ali] =0

4 i=1+1

5 if7 < A.length

6 Alil=1

(a) [2 points] Argue that A[1] is flipped only every time the counter is incremented.
Extend the above argument to show that the bit A[i] is flipped every 2-th time for
12> 0.
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(b) [2 points] Use an aggregate analysis to conclude that the total work performed for n
INCREMENT operations is O(n) in the worst case.

(c) [2 points] Show that if a DECREMENT operation were included in the k-bit counter,
n operations could cost as much as ©(nk) time.
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(d) [2 points] Use a potential function argument, with the number of 1s in the counter
after the operation as the potential function, to prove that each INCREMENT operation
cost O(1) amortized time.

(e) [2 points] Suppose that a counter begins at a number with b 1s in its binary represen-
tation, rather than at (. Show that the cost of performing n INCREMENT operations is
O(n) if n = Q(b). (Do not assume that b is constant.)
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Problem 5. (2 parts) [10 points] Suppose that you are given an array A of n bits that is either of
type 1: contains half zeros and half ones in some arbitrary order or of type 2: contains 2n/3 zeros
and n/3 ones in some arbitrary order. You are given either a type 1 or a type 2 array with equal
probability. Your goal is to determine whether A is type 1 or type 2.

(a) [5 points] Give an exact lower bound in terms of n (not using asymptotic notation) on
the worst-case running time of any deterministic algorithm that solves this problem.

(b) [5 points] Consider the following randomized strategy: Choose uniformly at random
an element from the given array. If the element is 0, it outputs “type 2” else it outputs
“type 1”. Show that this algorithm makes an error with probability at most 1/2.
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Problem 6. Universal Hashing (4 parts) [12 points]

Recall that a collection  of hash function from a universe I/ to a range R is called universal if
for all z # y in U we have
1

Pr [h(z) =h(y)] = 7|
We want to implement universal hashing from 2 = {0,1}” to R = {0, 1}? (where p > gq).
For any ¢ x p boolean matrix A and any g¢-bit vector b we define the function h, : {0,1}7 —
{0,1}9 as hy4(z) = Az + b, where by this we mean the usual matrix-vector multiplication and the
usual vector addition, except that all the operations are done modulo 2. For example, if ¢ = 2,p =

3 and
Ty
Bl & 4 1
A:(l 0 1) b:(o) e | 48 e

I3

we have

o

I
=t 011 1 = $2+$3+1 mod 2
hA’b(m)_(l 0 1) z +(0>_(r1+$3 mod?)
3

Let us establish that the hash family H is indeed universal for the specified range.

Notice that for any function h 4 we have h(z) = h(y) if and only if A(z — y) = 0. We want to
show that for any non-zero vector z(= = — y) € {0, 1}?, if we choose A at random from {0, 1}7*7
then the probability of getting Az = 0 is exactly 1/29.

So let z be any non-zero vector in {0, 1}?, and assume w.l.o.g. that the first coordinate of z is
non-zero (the same argument holds if we assume that any other coordinate of z is non-zero). In
other words, we assume that z; = 1.

Denote A = {a;;} and consider any choice of all the elements in A except for the first column.
That is, we assume that we have already chosen all the elements

iz Qi3 -+ Qp

(g2 Qg3 *** Qgp

and the only free variables left are a1y, as;, - - - ag.
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(a) [3 points] Argue that in order to satisfy Az = 0, these a;;’s need to satisfy a;;z; +
@222 + -+ + aipzp, = 0 (mod 2) for all 4.

(b) [3 points] Conclude that for z; = 1, the only choice which will satisfy Az = 0 is

ann = —(@1222+ -+ + ainzp) (mod 2)

aq = —(agze+- -+ amz,) (mod 2)

11
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(¢) [3 points] Show that the probability of hitting the only value satisfying Az = 0 is
1/27 and conclude that H is an universal hash family from U to R.

(d) [3 points] Let S C U be the set we would like to hash. Let n = |S| and m = 29
Prove that if we choose h 4, from H uniformly at random, the expected number of

pairs (z,y) € S x Swithz # yand hap(z) = has(y) is O("—r:)
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Massachusetts Institute of Technology 6.046])/18.410)
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Practice Quiz 1

Do not open this quiz booklet until you are directed to do so. Read all the instructions first.
The quiz contains multi-part problems. You have 60 minutes to earn 60 points.

This quiz booklet contains § double-sided pages, including this one and a double-sided sheet
of scratch paper; there should be 12 (numbered) pages of problems.

This quiz is closed book. You may use one double sided Letter (8%" % 11") or A4 crib sheet.
No calculators or programmable devices are permitted, Cell phones must be put away.
Write your solutions in the space provided. Extra scratch paper may be provided if you need
more room, although your answer should fit in the given space.

Do not waste time re-deriving facts that we have studied. It is sufficient to cite known results.
Do not spend too much time on any one problem. Generally, a problem’s point value is an
indication of how much time to spend on it.

Show your work, as partial credit will be given. You will be graded not only on the correct-
ness of your answer, but also on the clarity with which you express it. Be neat.

Good luck!

Problem | Points | Grade | Initials
| 8
2 10
3 10
4 10
5 10
6 12
Total
Name:
Circle your recitation:
ROI RO2 RO3 RO4 RO5 RO6
Fl10 Fl1 Fl12 F1 F2 F3

Michael Michael Prasant Prasant Szymon Szymon

Probability Toolkit

1. Markov Inequality: For any non-negative random variable X, Pr {X > A} <

E[X] /A

2, Chernoff Bounds: Let X, X3, Xj3...X, be independent Bernoulli trails

such that, for 1 < i < n, Pr{X; =1} = p;, where 0 < p; < 1. Then, for
n n

X=3u=EKl=3n
i=1 =

e for D<e<1
PrE Sl < { 2-(4K for > 2 —1
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Problem 1. Recurrences Solve the following recurrences by giving tight ©-notation bounds. As
usual, assume that T(n) = O(1) forn < 2. [8 points] (2 parts)

(a) [4 points] T(n) = 9T(¢/n) + B(log(n)).
Solution: Let n = 2™, Then the recurrence becomes 7'(2™) = 97°(2™/%) + B(m).

Setting S(m) = T(2™) gives us S(m) = 95(m/3) + ©(m). Using case 1 of the
Master’s Method gives us S(m) = ©(m?) or T'(n) = ©(log? n)

(b) [4 points] T(n) = 7T(n/2) + O(n).

Solution: Master's thearem. T'(n) = O(n's7).
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Problem 2. True or False, and Justify [10 points] (5 parts)

Circle T or F for each of the following statements, and briefly explain why. Your justification is
worth more points than your true-or-false designation.

(@ T F [2 points] Michael is working on his thesis and is stuck on the following prob-
lem: He has pairs of DNA sequences and a priority (the distribution of priorities
is uniform over [0, 1)) associated with each DNA sequence. He would like to in-
sert, delete pairs dynamically and search through N DNA sequences in O(log V)
expected time and at the same time retrieve the DNA sequence with the maximum
priority in O(1) time in the worst case. He hears about TREAPS from a student
enrolled in 6.046 and claims he has completed his thesis. Is he right?

Solution: True. Treaps serve the same purpose. Since the distribution of prior-

ties is uniform, the expected tree height is O(log N) which gives us the desired
expected time for search,

(b) T F [2 points] A static set of n elements can be stored in a hash table that uses O(n)
space and supports look up in O(1) time in the worst case.

Solution: True. Perfect Hashing.
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(e) T F [2points] A Monte Carlo algorithm always runs in deterministic time. (¢) T F (2 points] A data structure D allows insertions, deletions and search in O(1)
amortized time. Imagine the state of D after n insertions and m, m >> n,
Solution: True. A Monte Carlo algorithm always runs in deterministic time. Its searches. Then, D cannot take 2(n?) time for any deletion.

output, however, may not be always correct,
Solution: False. Anamortized bound does not guarantee worst case time bounds

on the execution of any single operation. Here, the amortized bound only guar-
antees that the next deletion cannot take more than O(n + m) time, which is the
worst-case bound for the whole sequence.

: = . . Problem 3. Boosting the probability (2 parts) [10 points]
(d) T F [2points] Suppose we have computed a minimum spanning tree (MST) and its

total weight for some graph G = (V, E). If we make a new graph G’ by adding (a) [5 points] Consider a Randomized algorithm A which is always correct when it out-
1 to the weight of every edge in G, we will need to spend Q(E) time to compute puts YES while it may tag a YES instance as a NO with probability 1/4. It has a
an MST and its total weight for the new graph G, runtime of O(n log n) for an input instance of size n. Can you amplify the probability

of success to 1 — O(1/n?)? If yes, give an upper bound on the running time required
Solution: False. If T is an MST for & with weight w, then it is also an MST for to achieve it. Otherwise, give a justification as to why it is not possible to amplify
G’ with weight w + |V| — 1. prabability of success.

Solution: Yes. The answer follows the construction given in pset problem 3-1(d). Let
A’ be an algorithm which runs algorithm A k independent times, A’ returns YES if
any instance of A returns YES and returns NO otherwise. Thus, A’ is always correct
when it returns YES while it may tag a YES instance as a NO with probability (1/3)%.
The probability of success of A" is 1 — (1/3)%. If k = 2logg n, then the probability of
success is 1 — 1/n? = 1 — O(1/n?). A’ runs in O(n log® n) time.
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(b) [5 points] II is a Randomized algorithm that has an error probability of 1/4. That Problem 4. Binary Counting (5 parts) [10 points] Consider the problem of implementing a
is, it is a two sided error algorithm and hence outputs both false positives and false k-bit binary counter that counts upward from 0. We use an array A[0...k — 1] of bits, where
negatives. Can you design a new algorithm IT which has the same functionality as IT
but an error probability of 27¢, where ¢ > 3 is a constant? If so, how are the run times =
of ITand TV’ related? Otherwise, give a justification as to why one cannot construct IT'. Initially, £ = 0, and thus A[i] = 0 fori = 0,1...n — L. To add 1{medulo2*) to the value in the

counter, we use the following procedure.

k-1 ‘
A.length = k, as the counter. The least significant bit is stored in A[0]. So, z = Y A[i].2",
i

Solution: It is possible to construct IT'. To achieve the necessary bounds, we run

I1 ¢ times and then take n majority, where ¢ is a parameter that comes out from the ]NC.REMENT(A)-

analysis. 1 i=0 3 .

If we execute IT ¢ times, the expected number of correct answers is 3t/4. However, we 2 whilei < Alength and Ali] ==
cannot be sure about the deviations from the expectation — which can be huge — so we 3 A[‘]“:O

need something more stronger. Specifically, we need to show that the deviation from 4 . i=i+l

the mean is also small. In particular, we will need to show that the probability we see 5 ifi< A_.]cngth

less than ¢/2 successes is small (in our case 27¢). 6 Alil=1

Let X denote the number of successes. Thus, we would like to bound the

Pr{X < t/2}. Since, each of the ¢ executions are independent Bernoulli random (a) [2 points] Argue that A[1] is flipped only every time the counter is incremented.

variables we can use Chernoff bounds over the range ¢ € (0, 1). Extend the above argument to show that the bit A[i] is flipped every 2°-th time for
i20.
Pr{X < (1-¢)u} < e~ Solution: It is easy to see that the first bit A[0] is flipped every time the counter

is incremented. A[1] is flipped only when A[0)=1, which is every other increment
operation. In general for i > 1, A[i] is Mipped only when A[j]=1 forall 0 < 5 < i.
Set ¢ = 1/3 to bound This only happens once out of every 2/ possibilities for A[0],..., Afi — 1].

Pr{X < t/2} < et/*

Pr{X < (1 — €)3t/d} < e~ 3"/

We request that
o=t < 9=c

which is true when
t>24cIn2

Thus, algorithm IT' executes IT 24¢ In2 times and then takes the majority answer.
The resulting algorithm has an error probability smaller than 27¢ and running time
24c¢ In 2 times longer than the original algorithm,

Remark on Chernoff Bounds: Tt is important to distinguish the cases when you need
Chernoff and the cases which do not need Chernoff like part (a). Chernoff bounds
are extremely useful if you have independent Bernoulli random variables and your
interest is to bound the deviation from expectation,
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(b) [2 points] Use an aggregate analysis to conclude that the total work performed for n
INCREMENT operations is O(n) in the worst case.

Solution: The total cost is equal to the number of times a bit is flipped. From part (a)
we know that A[i] will flip a total of |n/2].

n k
3" ci=3" Number of times Alil is flipped
0 0

k
= In/?)
[}
k
<3 w2
= nzk: 1/2
0

<2n
= 0(n)

(¢) [2 points] Show that if a DECREMENT operation were included in the k-bit counter,
n operations could cost as much as 8(nk) time.

Solution: Consider a sequence of operation that begins with DECREMENT and then
alternates between INCREMENT and DECREMENT. Then, the counter alternates be-
tween all 0's and all 1's. Each operation changes every bit and costs ©(k) time. The
total cost is ©(nk).

8 6.046J/18.410J Practice Quiz 1 Name.

(d) [2 points] Use a potential function argument, with the number of 1s in the counter
after the operation as the potential function, to prove that each INCREMENT operation
cost O(1) amortized time.

Solution: Let A; be the state of the counter after the i-th operation, ®(4;) be the
number of 1's in A;, and & be the amortized cost of the i-th operation. The total
amortized cost is

Sla=3a+d(A,) - ()
0 o

Since ®(Ay) = 0 and ®(A;) > 0, the total amortized cost is an upper bound on
the actual total cost. If A,_, is filled with all I's, then ®(A;) = 0, P(A;iy) = k,
and ¢; = k. In this case, & = 0. Otherwise if A;_, is not filled with I's, then
operation i will flip one bit from 0 to 1 and flip ¢; — 1 bits from | to 0. In this case,
P(A;) = $(Aiy) = ¢ — 2 and & = 2. The amortized cost is always O(1).

(e

—

[2 points] Suppose that a counter begins at a number with b 1s in its binary represen-
tation, rather than at 0. Show that the cost of performing n INCREMENT operations is
O(n) if n = Q(b). (Do not assume that b is constant.)

Solution: If we use the same potential function, then ®(A,) = b, and the potential

difference (A;) — $(Ag) > —b may now be negative. However even though 3 ¢
may no longer be an upper bound on the total actual cost, we have a new upper bound:

Y e <Y &+ d(A) =0(n+b)
If n = Q(b), then the total cost is still O(n).
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Problem 5. (2 parts) [10 points] Suppose that you are given an array A of n bits that is either of
type 1: contains half zeros and half ones in some arbitrary order or of type 2: contains 2n /3 zeros
and n/3 ones in some arbitrary order. You are given either a type 1 or a type 2 array with equal
probability. Your goal is to determine whether A is type | or type 2.

(a) [S points] Give an exact lower bound in terms of n (not using asymptotic notation) on
the worst-case running time of any deterministic algorithm that solves this problem.

Solution: Any correct deterministic algorithm must look at exactly 51/6 + 1 entries
in the worst case. Otherwise, the adversary can show it n/3 ones, and n/2 zeros (5/6n
entries). The remaining n/6 clements will either be all ones (type 1) or all zeros (type
2) and the algorithm must make another test.

(b) [5 points] Consider the following randomized strategy: Choose uniformly at random
an element from the given array, If the element is 0, it outputs “type 2" else it outputs
“type 1. Show that this algorithm makes an error with probability at most 1/2.

Solution: The algorithm makes an error if it picks the wrong type.

Pr(error) = Pr(output type # actual type) =
= Pr(drawn 0 A type 1) + Pr(drawn 1 A type 2) =
= Pr(drawn O|type 1) Pr(type 1) + Pr(drawn 1|type 2) Pr(type 2) =

10 6.0461/18.4107 Practice Quiz 1 Name.

Problem 6. Universal Hashing (4 parts) [12 points]

Recall that a collection H of hash function from a universe I to a range R is called universal if
forall ¢ # y in U we have

Byl (e) = h00) ) = 77

We want to implement universal hashing from & = {0,1}?” to R = {0, 1}* (where p > q).

For any q X p boolean matrix A and any g-bit vector b we define the function hsy : {0,1}* —
{0, 1}% as ha4(z) = Az + b, where by this we mean the usual matrix-vector multiplication and the
usual vector addition, except that all the operations are done modulo 2. For example, if ¢ = 2,p =

3 and
1 e N e
1 S\ Clily ghir et P I
3

we have

I
_fo11 1 1Y _ (za+z3+1 mod?2
h’""(z)_'(lﬂ1)(£2)+(0)—(r;+1‘3 mod 2

T3
Let us establish that the hash family H is indeed universal for the specified range.

Notice that for any function h 4 we have h(z) = h(y) if and only if A(z — y) = D. We want to
show that for any non-zero vector z(= z — y) € {0, 1}?, if we choose A at random from {0, 1}9*7
then the probability of getting .4z = 0 is exactly 1/27.

So let = be any non-zero vector in {0,1}”, and assume w.l.o.g. that the first coordinate of = is
non-zero (the same argument holds if we assume that any other coordinate of z is non-zero). In
other words, we assume that 2; = 1.

Denote A = {a;;} and consider any choice of all the elements in A except for the first column.
That is, we assume that we have already chosen all the elements

ayy Qi o Qp

gz Qg3 -+ Og

and the only free variables left are ayy, an, -+ an.
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(a) [3 points) Argue that in order to satisfy Az = D, these a;;'s need to satisfy a;12, +
a2z + -+ apz =0 (mod 2) forall i

Solution: Follows from matrix multiplication.

(b) [3 points] Conclude that for z; = 1, the only choice which will satisfy Az = Ois

ap = —(apn+---+awz) (mod?2)

ag = —(agx+ -+ agmz) (mod 2)

Solution: Substitute 2, = 1 and solve for a;;, for 1 < i < g, from the equations in
part (a).

12 6.046J/18.410J Practice Quiz I Name.

(c) [3 points] Show that the probability of hitting the only value satisfying Az = 0is
1/27 and conclude that H is an universal hash family from I/ to R.

Solution: There are 27 possibilities for ayy, ..., aq that are chosen uniformly at ran-
dom. Only the choice described in part (b) satisfies Az = 0, and it is chosen with
probability 1/29 = 1/|R|. It follows from the definition that 7 is a universal hash
family.

(d) [3 points] Let S C U be the set we would like to hash. Letn = |S| and m = 29,
Prove that if we choose hay from H uniformly at random, the expected number of
pairs (z,y) € § x S withz # y and ha,(z) = hap(y) is O(Z).

Solution:  For any 2 distinct elements x,y € S, let I, be the indicator vari-
able for the event that hap(z) = hap(y). Since H is universal, E[l;] =
Pr{has(z) = has(y)} = L. The expected number of pairs (z,y) € § x S with
= # yand hap(x) = hap(y) is therefore:

nn-— 712
E(Y ) = 3 Bll) = X220 - o),

Y IFY
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Professors Charles E. Leiserson and Dana Moshkovitz Quiz 1

Quiz 1

e Do not open this quiz booklet until you are directed to do so. Read all the instructions first.

e The quiz contains 7 problems, several with multiple parts. You have 80 minutes to earn 80
points.

e This quiz booklet contains 9 pages, including this one, and a sheet of scratch paper which
can be detached.

e This quiz is closed book. You may use one double sided Letter (81" x 11") or A4 crib sheet.
No calculators or programmable devices are permitted. Cell phones must be put away.

e On page 2 there are several useful inequalities. Please review them before you start working
on the quiz.

e Write your solutions in the space provided. If you run out of space, continue your answer on
the back of the same sheet and make a notation on the front of the sheet.
e Do not waste time deriving facts that we have studied. It is sufficient to cite known results.

e Do not spend too much time on any one problem. Generally, a problem’s point value is an
indication of how many minutes to spend on it.

e Show your work, as partial credit will be given. You will be graded not only on the correct-
ness of your answer, but also on the clarity with which you express it. Please be neat.

e Good luck!

| Problem | Title | Points | Parts | Grade | Initials |
0 Name 1 9
1 True or False 21 7
2 S3L3cT 12 1
3 SWAT Team 12 1

4 FIFO = 2 x LIFO 12 1

5 | Big Edges 10 1

6 Minimum Madness 12 4

Total 80

Name:
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Problem 0. Name. [1 point] Write your name on every page of this exam booklet! Don’t forget
the cover.

Possibly useful facts for elsewhere in the quiz

1. Markov Inequality: For any nonnegative random variable X, we have
Pr{X > A} <E[X]/X.

2. Chernoff Bounds: Let X, ..., X, be n independent Boolean random variables. Suppose
that fori = 1,2,...,n, wehave Pr{X; =1} = §; for0 < §; < L. Let X = Y , X; and
6= (1/n)-> " 6. Then, forany § < <1,

Pr{X > yn} < e~20-%n

Note that this is a generalization of the Chernoff bound we saw in class to the case of not
necessarily identically distributed random variables.

3. Harmonic series:

n

Z%=lnn+0(1).

i=1
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Problem 1. True or False. [21 points] (7 parts)

Circle T or F for each of the following statements to indicate whether the statement is true or false,
respectively. You need not justify your answers, but since wrong answers will be penalized, do not
guess unless you are reasonably sure.

(@ T F The recurrence T'(n) = 2T'(y/n) + lgn has solution T'(n) = O(Ig® n).

(b) T F The numbers 1,2,...,10 can be placed into a tree data structure such that the
tree satisfies both the min-heap property and the binary-search-tree property at
the same time.

(¢) T F The following collection H = {hy, ho, h3} of hash functions is universal, where
each hash function maps the universe U = {4, B, C, D} of keys into the range
{0,1, 2} according to the following table:

h]_(fL') hg(l‘) h3 (I)
1

QD8

0 2
0 1 2
0 0 0
1 1 0
(d) T F Consider a sequence of n INSERT operations, 2n DECREASE-KEY operations,

and y/n EXTRACT-MIN operations on an initially empty Fibonacci heap. The
total running time of all these operations is ©(n lgn) in the worst case.

(e) T F In the analysis of the disjoint-set data structure presented during lecture, once a
node other than the root or a child of the root is block-charged, it will never again
be path-charged.

) T F A van-Emde-Boas data structure can support FIND-MIN, FIND-MAX, SUCCES-
SOR, and PREDECESSOR operations over the set {1,2,...,2¥"} in O(logn)
time.

(g TF LetG = (V,E) be aconnected undirected graph with edge-weight function w :
E — {1,2,...,10|E|}. Then a minimum spanning tree of G can be constructed
in O(E'lglg V) time.
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Problem 2. S3L3CT. [12 points]

Professor John Von Meanmann is implementing an algorithm to find the ith smallest of a set S of n
distinct elements. The professor improvises on the traditional worst-case linear-time algorithm and
organizes elements into groups of 3 instead of groups of 5, resulting in the following algorithm,
called S3L3CT:

1.
2

S o e W9

If n = 1, return the only element in the array.

Divide the n elements of the input array into |n/3| groups of 3 elements each, with 0 to 2
elements left over.

Find the median of each of the [n/3] groups by rote.
Use S3L3CT recursively to find the median x of the [n/3] medians found in Step 3.
Partition the input array around z. Let &k = RANK(z).

If ¢ = Fk, then return z. Otherwise, use S3L3CT recursively to find the ith smallest element
on the low side if 7 < k, or the (7 — k)th smallest element on the high side if i > k.

State the recurrence for the running time 7'(n) of S3L3CT running on an input of n elements, and
provide a tight asymptotic upper bound on its solution in terms of n. In order to simplify the math,
assume that any set on which S3L3CT operates contains a multiple of 3 elements.
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Problem 3. SWAT Team. [12 points]

Two swatsmen with fly swatters are located at arbitrary positions along a long corridor with many
leaky windows. One at a time, houseflies appear at various locations along the corridor, and a
swatsman goes to the location of the fly and swats it dead. The cost of a given strategy is the total
distance traveled by the swatsmen. Argue that the greedy strategy of the closest swatsman going
to the location of the fly is not a-competitive for any finite a.

(Hint: Consider the case that flies only appear at three locations A, B, and C, where B falls
between A and C' and the distance from A to B is much smaller than the distance from B to C, as
shown below:

@ @ @
A B C

Consider the sequence (C, A, B, A, B, A, B, A, B, A, ...) of fly arrivals.)
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Problem 4. FIFO = 2 x LIFO. [12 points]

A FIFO queue @ supporting the operations ENQUEUE and DEQUEUE can be implemented using
two stacks Sy and S,, each of which supports the operations PUSH, POP, and a test whether the
stack is empty.

ENQUEUE(Q, z):
1 PUSH(Sy,z)

DEQUEUE(Q):

1 ifS;=0andS, =0

2 error “queue underflow”
3 ifS;=0

4 while S; # 0

5 z = POP(S))

6 PUSH(S,, x)

7 return Pop(S,)

Define a potential function ®(Q) = ¢|S;| for an appropriate constant ¢ > 0, where |.S;] is the num-
ber of items in S;. Argue using a potential-function argument that each ENQUEUE and DEQUEUE
operation takes O(1) amortized time.



6.046J/18.410J Quiz 1 Name 7

Problem 5. Big Edges. [10 points]

Let G = (V, E) be a connected undirected graph with distinct edge weights w : E — R, and let
c be a cycle in G. Consider the edge e on ¢ with the largest weight, that is, w(e) > w(e’) for all
e’ € c. Prove that e does not belong to the minimum spanning tree of G.



6.0461/18.410J Quiz 1 Name 8

Problem 6. Minimum Madness. [12 points] (4 parts)

Consider the following program to find the minimum value in an array A of n distinct elements.

MINIMUM (A4, n):

1 min = oo // Set min to be a large value.
2 fori=1ton

3 if min > Ali

4 min = Ali]

Assume that A’s elements are randomly permuted before invoking MINIMUM (A, n) and that all
permutations are equally likely. Let X; be the indicator random variable associated with the event
that the variable min is changed in line 4 during the ith iteration of the for loop, and let Y =
>, X; be the random variable denoting the total number of times min is so updated.

(a) Argue that the probability that A[¢] is smaller than all the elements in A[l..7 — 1]
is 1/1.

(b) Show that E [X;] = 1/i.



6.046J/18.410J Quiz 1 Name

(c) Prove that E[Y] = O(lgn).

(d) Prove that for sufficiently large n, it holds that Pr {Y > 5E [Y]} < 1/n%.
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Problem 0. Name. [1 point] Write your name on every page of this exam booklet! Don’t forget
the cover.

Possibly useful facts for elsewhere in the quiz
1. Markov Inequality: For any nennegative random variable X, we have
Pr{X = A} SE[X]/A.

2. Chernoff Bounds: Let X,,..., X, be n independent Boolean random variables. Suppose
that fori = 1,2,...,n,wehave Pr{X; =1} = 4d; for0 < d; < 1. Let X = ) |, X; and
d=(1/n) ¥, & Then, foranyd <y < 1,

Pr{X >n} < e~ 2=,
Note that this is a generalization of the Chernoff bound we saw in class to the case of not
necessarily identically distributed random variables.

3. Harmonic series:

n

Z}=1nn+om.

i=1
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Problem 1. True or False. [2] points] (7 parts)

Circle T or F for cach of the following statements to indicate whether the statement is true or false,
respectively. You need not justify your answers, but since wrong answers will be penalized, do not

guess unless you are reasonably sure.

(@) TF

(b) TF

(¢ TF

The recurrence T'(n) = 27'(/n) + lg n has solution T'(n) = 8(1gn).
Solution:  False: Substitute m = lgn. Then, T(m) = 2T(m/2) + m =
O(mlgm). So,T(n) = O(lgnlglgn).

The numbers 1,2, ...,10 can be placed into a tree data structure such that the
tree satisfies both the min-heap property and the binary-search-tree property at
the same time.

Solution: True: Consider a tree that has only its rightmost branch, containing all
the elements in monotonically increasing order .

The following collection H = {hy, ha, hy} of hash functions is universal, where
cach hash function maps the universe U = {4, B, C, D} of keys into the range
{0, 1, 2} according to the following table:

x hy(r) ho(z) hy(x)
A 1 0 2
B 0 1 2
c 0 0 0
D 1 1 0

Solution: True: By verifying that any two rows do no have more than one ele-
ment in common,

6.0461/18.4107 Quiz | Name.

d TF

() TF

0 TF

(® TF

Consider a sequence of n INSERT operations, 2n DECREASE-KEY operations,
and /i EXTRACT-MIN operations on an initially empty Fibonacci heap. The
total running time of all these operations is ©(n g n) in the worst case.

Solution: False: The time by this sequence of operations is O(n + 2n +

Vrlgn) = O(n).

In the analysis of the disjoint-set data structure presented during lecture, once a
node other than the root or a child of the root is block-charged, it will never again
be path-charged.

Solution: True: Follows from the definitions of block-charges and path-charges

A van-Emde-Boas data structure can support FIND-MIN, FIND-MAX, SUCCES-
SOR, and PREDECESSOR operations over the set {1,2,...,2¥"} in O(logn)
time.

Solution: True: VEB trees can perform the above operations in O(lg 1g(2v") or
O(log n) time.

Let G = (V, E) be a connected undirected graph with edge-weight function w :
E — {1,2,...,10|E|[}. Then a minimum spanning tree of G can be constructed
in O(Flglg V) time.

Solution: True: Use vEB data structure as heap.
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Problem 2, S3L3CT. [12 points]
Professor John Von Meanmann is implementing an algorithm to find the ith smallest of aset S of n
distinct elements. The professor improvises on the traditional worst-case linear-time algorithm and
organizes elements into groups of 3 instead of groups of 5, resulting in the following algorithm,
called S3L3cCT:

1. If n = 1, return the only element in the array.

2. Divide the n elements of the input array into |n/3] groups of 3 elements each, with 0 to 2
elements left over.

. Find the median of each of the [n/3] groups by rote.
. Use S3L.3CT recursively to find the median z of the [n/3] medians found in Step 3.
. Partition the input array around x. Let k = RANK(z).

N W s W

. If 1 = Fk, then return z. Otherwise, use S3L3CT recursively to find the ith smallest element
on the low side if i < &, or the (i — k)th smallest element on the high side if i > k.

State the recurrence for the running time T'(n) of S3L3CT running on an input of n elements, and
provide a tight asymptotic upper bound on its solution in terms of n. In order to simplify the math,
assume that any set on which S3L3CT operales contains a multiple of 3 elements,

Solution: r is at least as large as n/3 elements (for half of the triplets, 2 out of 3 elements) and
at least as small as n/3 clements (for the other half of the triplets, 2 out of 3 clements). So the
recursion in Step 5 is, in the worst case, on an array of size 2n/3. The recursion in Step 3 is always
on n/3 elements. So we get the recurrence 17°(n) = T'(2n/3) + T'(n/3) + O(n).

We now use a recursion tree to estimate a solution to the above recurrence. The depth of the tree
is dominated by the term T'(2n/3). Thus, a good estimate for the depth of the recursion tree is
O(logyy, m), which is O(lgn). And from the recurrence, it is clear that we do O(n) at each level.
Thus, an initial guess would be that the recurrence is bounded by O(n lgn). We shall now use the
substitution method to verify our guess. Make an inductive hypothesis that T(m) < dm lgm, for
all m € [1,n). We will, now, prove the hypothesis for n.

T(n) =d2nf3lg2n/3+dn/3lgn/3+O(n)

2dn/3(lg2 +lgn —1g3) + nd/3(lgn —1g3) + B(n)
dn/3(3lgn +21g2 —1g3) + ©(n)

=dnlgn +dn/3(2-21g3) +B(n)

<dnlgn+2dn/3(1 - lg3) + kn  (from the definition of ©(n))
=dnlgn+n(2d/3(1 —1g3) + k)

=dnlgn —n(2d/3(1g3 - 1) - k)

<dnlgn, forall d > 3k/2(lg3 - 1)

Thus, we have established that there is an absolute constant d such that for sufficiently large n,
T(n) < dnlgn. Thus, T(n) = O(nlgn).
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Problem 3. SWAT Team. [12 points]

Two swatsmen with fly swatters are located at arbitrary positions along a long corridor with many
leaky windows. One at a time, houseflies appear at various locations along the corridor, and a
swatsman goes to the location of the fly and swats it dead. The cost of a given strategy is the total
distance traveled by the swatsmen, Argue that the greedy strategy of the closest swatsman going
to the location of the fly is not a-competitive for any finite a.

(Hint: Consider the case that flies only appear at three locations A, B, and C, where B falls
between A and C and the distance from A to B is much smaller than the distance from B to C, as
shown below:

A B C

Consider the sequence (C, A, B, A, B, A, B, A, B, A, ...) of fly arrivals.)

Solution: Suppose on way of contradiction that there are a and 3 such that Greedy < a-OPT+.
Let L be the distance between A and C, and ¢ L be the distance between A and B, where 0 < ¢ <
1/2. Let T be the length of the sequence of flight arrivals. Take T > (3a/¢) + (8/¢L).
On the sequence of fly arrivals defined above:
e OPT sends one swatsman to C for the first fly, and then, for the rest of the flies, send one
swatsman to A and one swatsman to B. The total cost is at most JL.
e The greedy algorithm, after sending one swatsman to C' and the other to A, lets the second
swatsman take care of all flies in B and A. The cost is at least ¢ LT.

We chose the parameters so ¢ LT > a + 3L + 3, which contradicts the assumption.
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Problem 4. FIFO = 2 x LIFO. [12 points]

A FIFO queue @ supporting the operations ENQUEUE and DEQUEUE can be implemented using
two stacks Sy and Sy, each of which supports the operations PUSH, POP, and a test whether the
stack is empty.

ENQUEUE(Q, z):
1 PUSH(S),z)

DEQUEUE(Q):
1 lfSl=ﬁandSz=(d

2 error “queue underflow™
3 if 32 =0

4 while S, # 0

5 x = PoP(S))

6 PUSH(S2, z)

7 return POP(S;)

Define a potential function ¢((Q)) = ¢|S)| for an appropriate constant ¢ > 0, where |S) | is the num-
ber of items in S;. Argue using a potential-function argument that each ENQUEUE and DEQUEUE
operation takes O(1) amortized time.

Solution:

Take the potential function & to be 3 |5;|. Clearly, ® is always non-negative and initially, ¢y = 0,
The amortized cost of each operation is its true cost plus the change in the potential. Let us evaluate
it for cach of the operations separately:

® ENQUEUE: The change in potential is +3. The true cost is 1. Thus, the amortized cost is at
most 4,
® DEQUEUE: There are two cases:

= If S # B, the change in potential is 0, and the true cost is 3 (the operations in steps
1,3,7). Thus, the amortized cost is 3.

= If S5 = (3, the change in potential is —3 |Sy|, and the true cost is at most 3 |S;| + 4. Thus,
the amortized cost is at most 4,

In all cases, the amortized cost is at most 4.
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Problem 5. Big Edges. [10 points]

Let G = (V, E) be a connected undirected graph with distinct edge weights w : E — R, and let
¢ be acycle in G. Consider the edge ¢ on ¢ with the largest weight, that is, w(e) > w(¢') for all
¢’ € c. Prove that e does not belong to the minimum spanning tree of G.

Solution: Suppose for the sake of contradiction that ¢ = {u, v} is in a minimum spanning tree T
of G. If we remove e from T, we divide it into two trees. This corresponds to a cut (C,V - C)
in G such that (' is spanned by one of the trees and V' — C' is spanned by the other. Since e is in
a cycle and it crosses this cut, there must exist another edge in the cycle, ¢', that crosses this cut.
(Any cycle must cross a cut an even number of times. To see why, follow the edges of the cycle.)
Since edge € crosses the cut, adding it in will connect the two trees thus forming a spanning tree:
T - {c}u{c}.

Since all edge weights are distinct and e is the edge with the largest weight on the cycle, necessarily
w(e’) < w(e). The weight of T” is therefore strictly lower than the weight of T', and therefore 7'
cannot be a minimum spanning tree.
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Problem 6. Minimum Madness. [12 points] (4 parts)
Consider the following program to find the minimum value in an array A of n distinct clements.

MINIMUM(A, n):
1 min = o0 // Set min to be a large value,

2 fori=1ton
3 if min > Al1]
4 min = Ali]

Assume that A’s elements are randomly permuted before invoking MINIMUM(A, ») and that all
permutations are equally likely. Let X be the indicator random variable associated with the event
that the variable min is changed in line 4 during the ith iteration of the for loop, and let ¥ =
¥ie) X be the random variable denoting the total number of times min is so updated.

(a) Arguc that the probability that A[d] is smaller than all the clements in A[1..i — 1]
is 1/i.
Solution: Notice that the probability that A[] is smaller than all the elements A[1..i—
1] is exactly equal to the probability that we find the minimum element of Al ..1]
at position ¢ (here we use that all the elements are distinct), Since .4 is randomly
permuted and every permutation is equally likely, each one of positions 1. . 1 is equally
likely to hold the minimum element, and the probability it lands at position 7 is exactly

1/i.

(b) Show that E [X;] = 1/i.
Solution:
E[X]= 0-Pr{X;=0}+1-Pr{X;=1}
Pr [;\',‘ = 1}
1/i

I
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(c) Prove that E[Y] = B(lgn).
Solution: By lincarity of expectation and the sum of the harmonic series,

E[Y] =E [Z x.]

i=1

= Z E[Xi]

i=1

="V

i=1
=lnn+0(1)
=lgn-lge+0(1)
=06(lgn)

(d) Prove that for sufficiently large n, it holds that Pr{Y" > 5E Y|} < 1/n®.
Solution: We use the following multiplicative version of Chernoff bound: For inde-
pendent Boolean random variables Xy,..., Xy, let X = 370, X;, and ¢ = E[X].
Then, forany 0 < 6 < 2e — 1,

Pr{X > (1+d8)p} < e/,

For our problem, since p > Inn, and so

Pr{V >5E[Y]} <ei"" = %
The statement of the Chernoff bound given in the beginning of the quiz is not strong
enough to prove the required bound. We gave full credit to anyone who used it cor-

rectly,
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Practice Quiz 1

e The real Quiz 1 will be held on Thursday, October 15, in lecture.
e There will be a quiz review on Friday, October 9, during recitation.

e The quiz will be closed book. You may use one double sided Letter (8%" x 11" or A4 crib
sheet. No calculators or programmable devices are permitted.

e Write your solutions in the space provided. Extra scratch paper may be provided if you need
more room, although your answer should fit in the given space.

e Do not waste time re-deriving facts that we have studied. It is sufficient to cite known results.

e Do not spend too much time on any one problem. Generally, a problem’s point value is an
indication of how much time to spend on it.

e Show your work, as partial credit will be given. You will be graded not only on the correct-
ness of your answer, but also on the clarity with which you express it. Be neat.

e Good luck!
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Problem 1. Recurrences [15 points] (4 parts)

Solve the following recurrences by giving tight ©-notation bounds. You do not need to justify your
answers, but any justification that you provide will help when assigning partial credit. As usual,
assume that for n < 10, T'(n) = O(1).

(a) [2 points] T(n) = 3T(n/3) + 0.5n1g(n).

(b) [4points]  T(n) = 9T(/n) + O(log(n)).
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(c) [4 points] T(n) =T(2n/7) + T (5n/7) + O(n).

(d) [5 points] Define T'(n) by the recursion T'(n) = 9(T'(|n/3]) —1)+n3+2nforn > 1,
with base case T'(0) = 0. Prove T'(n) < 3n®/2.
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Problem 2. True or False, and Justify [13 points] (6 parts)

Circle T or F for each of the following statements, and briefly explain why. Your justification is
worth more points than your true-or-false designation.

(@) TF [2points] To achieve asymptotically optimal performance, a skip list must use
promotion probability p = 0.5.

(b) T F [2 points] Universal hashing requires that you know what elements you’ll hash
in advance.
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(¢) TF [2points] In a B-tree, the maximum number of children of an internal non-root
node is at most twice the minimum of number of children.

(d) T F [2 points] A rotate operation on balanced tree always increases the depth of at
least one node and decreases the depth of at least one node.

(e) T F [3 points] In a B-tree of minimum parameter ¢, every node contains at least £ — 1
elements.
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Problem 3. Short Answer [13 points] (4 parts)
Give brief, but complete, answers to the following questions.

(a) [2 points] What is the expected difference between the depth of the deepest leaf and
the depth of the least deep leaf in a 2-3-4 tree containing N elements?

(b) [3 points] Show how to find a divisor d of N such that d is not 1 or N, given z, y such
that 2 = y? mod N and = # y mod N, z # —y mod N.
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(c) [4 points] Let H be a universal hash family mapping [1... N]to [1... M]. Let X;;3,
be the indicator variable for a collision between ¢ and j under the hash function A,
i # jand h € H. What is E(X,;),), where the expectation is taken over 4, 7, and h?

(d) [4 points] Consider a balanced binary tree of n elements in which each node has an
integer value. The weight of a path is the sum of the values of the nodes visited by the
path. Give an optimal algorithm that computes the maximum possible weight of a path
in the binary tree, starting at the root. What is the running time of your algorithm?
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Problem 4. Slightly-Longer Short Answer [29 points] (5 parts)

Give brief, but complete, answers to the following questions.

(a) [5 points] A sequence of n operations is performed, so that the i** operation costs Ig(%)
if 7 is an exact power of 2, and 1 otherwise. That is the amortized cost per operation?

(b) [6 points] Define set S = {A|A=2z"-"1/2 (mod N)} for a prime N. Is S a
sub-group of Z3,? If so, what can you say about the size of set 5?7



Handout 10: Practice Quiz 1

(c) [6 points] Given two sets A and B of n integers, give an efficient deterministic algo-
rithm to find A N B and analyze its runtime. Can you do better with randomization?
Explain.

(d) [6 points]
Consider an array A of n integers. Find all elements occurring at least n/3 times.
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(e) [6 points]
Consider a sorted array A of size n, containing distinct integers. Give an O(lgn)
algorithm to find an index ¢ such that A[i] = 7 (or none, if no such index exists). Does
your algorithm still work if A contains repeat elements? Explain why or why not.

10
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Problem 5. Searching in multiple lists [8 points]

Consider two disjoint sorted arrays A[1...m] and B[1...n]. Find an O(log k) time algorithm for
computing the k-th smallest element in the union of the two arrays.
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Problem 6. The Eccentric Landlord [8 points] (2 parts)

Your construction firm is hired to build an apartment building for an eccentric landlord. He wants

his building to be a square of size M x M, containing M? identical square apartments.

The landlord will add one tenant a day. When he can’t fit a new tenant, he will tear down two sides

of the building and have new walls built, expanding it an (M + 1) x (M + 1) building.

It costs your firm $1 to build one apartment’s exterior wall; your other costs (demolishing exterior

walls, building interior walls, etc) are negligible. Your costs will be:

Day 1: $4 (build four walls)

Day 2: $6 (expand to 2x2)

Day 3: $0 (tenant moves into empty unit)
Day 4: $0 (tenant moves into empty unit)
Day 5: $8 (expand to 3x3)

Day 6: $0 (tenant moves into empty unit)

The costs incurred on day 2 are shown below.

Day 2: new walls cost $6

$1

old
1x1
building

$1

1

[

I

"new
2x2

building

$1

$1

$1

$1

(a) [4 points] What will your asymptotic aggregate cost be for this project? Give your

answer as a function of the number of days elapsed.
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(b) [4 points] You convince the landlord to expand his building in bigger steps: Whenever
he can’t fit a new tenant, he will double the building side length (instead of increasing
it by one unit). Repeat your analysis from part (a) for this new condition.

13
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Problem 7. Chemical testing [15 points]

A chemistry lab is given n samples, with the goal of determining which of the samples contain
traces of a foreign substance. It is assumed that only few (say, at most ¢) samples test positive.
The tests are very sensitive, and can detect even the slightest trace of the substance in a sample.
However, each test is very expensive. Because of that, the lab decided to test “sample pools”
instead. Each pool contains a mixture of some of the samples (each sample can participate in
several pools). A test of a pool returns positive if any of the samples contributing to the pool
contains a trace of the substance.

Design a testing method that correctly determines the positive samples using only O(t log n) tests.
The method can be adaptive, i.e., the choice of the next test can depend on the outcomes of the
previous tests.
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Practice Quiz 1

o The real Quiz 1 will be held on Thursday, October 15, in lecture.

o There will be a quiz review on Friday, October 9, during recitation.

e The quiz will be closed book. You may use one double sided Letter (3%” x 11”) or A4 crib
sheet. No calculators or programmable devices are permitted.

Write your solutions in the space provided. Extra scratch paper may be provided if you need
more room, although your answer should fit in the given space.

Do not waste time re-deriving facts that we have studied. It is sufficient to cite known results.
Do not spend too much time on any one problem. Generally, a problem's point value is an
indication of how much time to spend on it.

Show your work, as partial credit will be given. You will be graded not only on the correct-
ness of your answer, but also on the clarity with which you express it. Be neat.

Good luck!
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Problem 1. Recurrences [15 points] (4 parts)
Solve the following recurrences by giving tight ©-notation bounds. You do not need to justify your

answers, but any justification that you provide will help when assigning partial credit. As usual,
assume that for n < 10, T'(n) = O(1).
(a) [2 points] T(n) = 3T(n/3) + 0.5nlg(n).
Solution: Using case 2 of the Master's Method gives us 7'(n) = 8(nlg*n).

(b) [4 points) T(n) = 9T(¥/n) + B(log(n)).

Solution: Let n = 2™, Then the recurrence becomes T(2™) = 9T(2™/%) + 6(m).
Setting S(m) = T(2™) gives us S(m) = 95(m/3) + ©(m). Using case | of the
Master Method gives us S(m) = ©(m?) or T(n) = 8(log” n)
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(c) [4 points] T(n) = T(2n/7) + T(5n/7) + O(n). Problem 2. True or False, and Justify [13 points] (6 parts)
. Circle T or F for each of the following statements, and briefly explain why. Your justification is
Solution: The Master Theorem doesn’t apply here. Draw recursion tree. At each worth more points than your true-or-false designation.
level, do ©(n) work. Number of levels is logysn = ©(lgn), so guess T'(n) =
©(nlgn) and use the substitution method to verify guess. (a) T F [2points] To achieve asymptotically optimal performance, a skip list must use

promotion probability p = 0.5.

Solution: False. Any promotion probability between 0 and 1 achieves the same
asymptotic performance.

(d) [5 points] Define T'(n) by the recursion T'(n) = 9(T(|n/3))—1)+n*+2nforn > 1,
with base case 7'(0) = 0. Prove T(n) < 3n*/2.

Solution: Inductive hypothesis: T(n) < 3n%/2 — n. (b) T F [2 points] Universal hashing requires that you know what elements you'll hash
Base case: 7°(0) =0 < 30%/2 - 0. in advance.
Inductive step:
4 Solution: False. Perfect hashing requires knowing the elements in advance. Uni-
T(n) = 9(T([n/3]) = 1) +n’ + 2n versal hashing does not.

<9(3|n/33/2 - |n/3] — 1) +n*+2n

<9(3(n/3)%/2 = n/3)+n’+2n

=3n%/2 —n.
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() TF

d TF

[2 points] In a B-tree, the maximum number of children of an internal non-root
node is at most twice the minimum of number of children.

Solution: True. For a B-tree with parameter ¢, there are at least ¢ and at most 2¢
children.

[2 points] A rotate operation on balanced tree always increases the depth of at
least one node and decreases the depth of at least one node.

Solution: TRUE. Every rotate operation demotes the root of a subtree and pro-
motes a new node to that position. Promotion decreases a node’s depth. See
CLRS 13.2 or Lecture 7 for a description/illustration of rotation.
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(¢) T F [3points] Ina B-tree of minimum parameter ¢, every node contains at least ¢ — 1
elements.

Solution: FALSE, Normally nodes in a B-tree of parameter ¢ must have between
t — 1 and 2t — 1 elements, but the root node is exempted from this rule to acco-
modate trees with fewer than t — 1 elements. Consider a B-tree of parameter 3
that contains one element: the root node contains | element, but here £ — 1 = 2.
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Problem 3. Short Answer [13 points] (4 parts)
Give brief, but complete, answers (o the following questions.

(a) [2 points] What is the expected difference between the depth of the deepest leaf and
the depth of the least deep leaf in a 2-3-4 tree containing N elements?

Solution: Zero. All leaves are at the same level.

(b) [3 points] Show how to find a divisor d of N such that d is not 1 or N, given z, y such
that 2? = y* mod NV and z # y mod N, z # —y mod N.

Solution: Compute ged(z — y, N) or compute ged(z + y, N)
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(c) [4 points] Let H be a universal hash family mapping [1... N]to [1... M]. Let X,

(

—_

be the indicator variable for a collision between ¢ and j under the hash function A,
i # jand h € H. What is E(X;;;,), where the expectation is taken over ¢, 7, and h?

Solution: By the definition of a universal hash family, the probability of a collision
is 1/M, regardless of i and j. So the expected value of the indicator variable is 1/M.

[4 points] Consider a balanced binary tree of n elements in which each node has an
integer value. The weight of a path is the sum of the values of the nodes visited by the
path. Give an optimal algorithm that computes the maximum possible weight of a path
in the binary trec, starting at the root. What is the running time of your algorithm?

Solution: If the tree consists of a single node (ie, we are at a leaf), then the answer is
simply the weight of that node. Otherwise, we recurse using

MAXPATH(root) = w(root) + max{ MAXPATH(root — left), }

MAXPATH(roor — right)

This algorithm accesses each node exactly once, so the runtime is ©(n).
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Problem 4. Slightly-Longer Short Answer [29 points] (5 parts)
Give brief, but complete, answers to the following questions,

(a) [5 points] A sequence of n operations is performed, so that the i** operation costs lg(i)
if # is an exact power of 2, and 1 otherwise. That is the amortized cost per operation?

Solution: True. Let ¢(i) be the cost of the i** operation

o _ [ lgi ifi=2% kinteger
oli) = { 1 otherwise

For any n, the total cost of n operations is

n Lgn]

Yei) = n-lign)+ > i
=]

n + 8(lg*(n)) = B(n)

Therefore, the amortized cost per operation is ©(1).

(b) [6 points] Defineset S = {A € Zy | A = z¥=/* (mod N)} foraprime N. Is §
a sub-group of Z3 7 If so, what can you say about the size of set 57

Solution: S is a sub-group of Z}:

o identity: 1 € §

e closure: given A = ¥/ (mod N) and B = y¥~%2 (mod N), AB =
(zy) M9 (mod N) € 8§

o inverse: given A = /¥~"Y/2 (mod N), since = # 0 and N is a prime, it must be
that z € Zj. Thus, 7 must have an inverse, so A= = (=)™ 2 (mod N),
which is also in S.

By Lagrange's Theorem, we know that | S| divides |Z3|, but in this case, we can say
something stronger: A = zW=1/2 (mod N), so A? = 2= = 1 (mod N) (by
Fermat's Little Theorem), which has only two solutions (1 and N — 1 by Modular Sqrt
Theorem), so |5] = 2.
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(c) [6 points] Given two sets A and B of n integers, give an efficient deterministic algo-
rithm to find A N B and analyze its runtime. Can you do better with randomization?
Explain.

Solution: For the deterministic algorithm, sort each list. Then, iterate through the
elements looking for elements common to both arrays. This takes O(nlgn) time.
Using randomization, hash the elements of A. Then iterate through B, looking up
clements in the hash of A. The expected running time is O(n).

(d) [6 points]
Consider an array A of n integers. Find all elements occurring at least n/3 times.

Solution: Replace the ith element with a pair (A[i],1) to make them all distinct.
Comparison between pairs is done by comparing the first elements and breaking ties
by the second elements.

Use the select algorithm to find the elements of ranks n/3, 2n/3 and n. If an element
occurs at least n/3 times, it must be one of those three elements. Check all three to
sce if any of them occurs at least n/3 times. The running time is O(n).
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(e) [6 points]
Consider a sorted array A of size n, containing distinct integers. Give an O(lgn)
algorithm to find an index i such that A[{] = ¢ (or none, if no such index exists). Does
your algorithm still work if A contains repeat elements? Explain why or why not.

Solution:  Consider A[n/2]. If A[n/2] = n/2, then we're done. Otherwise,
il A[n/2) > n/2, recurse on A(l...n/2 — 1. If A[n/2] < n/2, rccurse on
Aln/2+ 1...n]. The runtime is O(lgn).

If there are repeat elements, then we can no longer ensure that the answer is on one
side of the median, since it may be true that A[1] = 1 and A[n] = n, for any value of
the median between 2 and n — 1.
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Problem 5. Searching in multiple lists [8 points]

Consider two disjoint sorted arrays A[1...m) and B[1...n). Find an O(log k) time algorithm for
computing the k-th smallest element in the union of the two arrays.

Solution: Consider A[k/2] and B[k/2]. Without loss of generality, assume A[k/2] < B[k/2].
Then A[k/2] is greater than at most k elements. Furthermore the elements A[1...k/2 — 1] are all
less than the k-th element, so we can climinate them. Similarly, B[k/2] is greater than at least k
elements, so the elements B[k/2 + 1...n] are all larger than the k-th element. We can therefore
eliminate them too. We are therefore left with two subarrays, and we now want to find the k/2-th
clement (since we eliminated k/2 elements that were guaranteed to be less than the k-th element).
This divide-and-conquer algorithm follows the recursion T'(k) = T'(k/2) + 1, which is O(log k).
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Problem 6, The Eccentric Landlord [8 points] (2 parts) (b) [4 points] You convince the landlord to expand his building in bigger steps: Whenever
he can't fit a new tenant, he will double the building side length (instead of increasing

Your construction firm is hired to build an apartment building for an eccentric landlord. He wants . : i . -
it by one unit). Repeat your analysis from part (a) for this new condition.

his building to be a square of size A/ x A, containing A/? identical square apartments.

The landlord will add one tenant a day. When he can’t fit a new tenant, he will tear down two sides Solution: We must spend O(+/7) dollass to fit O(n) tenants, since the cost is domi-
of the building and have new walls built, expanding it an (M + 1) x (M + 1) building. nated by the most current addition.

It costs your firm $1 to build one apartment’s exterior wall; your other costs (demolishing exterior
walls, building interior walls, etc) are negligible. Your costs will be:

Day 1: $4 (build four walls)

Day 2: 36 (expand to 2x2)

Day 3: $0 (tenant moves into empty unit)

Day 4: $0 (tenant moves into empty unit)

Day 5: $8 (expand to 3x3)

Day 6: $0 (tenant moves into empty unit)

The costs incurred on day 2 are shown below.

Day 2; new walls cost $6

$1
old |
Ixk | 31
building | W
'''' ‘22
51 building 51
$1 41

(a) [4 points] What will your asymptotic aggregate cost be for this project? Give your
answer as a function of the number of days elapsed.

Solution: We build between 1 and 2 new walls for cach tenant, and tenants arrive at
a rate of 1/day, so the cost per day is O(1). The aggregate cost is therefore O(n).
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Problem 7. Chemical testing [15 points]

A chemistry lab is given n samples, with the goal of determining which of the samples contain
traces of a foreign substance. It is assumed that only few (say, at most ) samples test positive.
The tests are very sensitive, and can detect even the slightest trace of the substance in a sample.
However, each test is very expensive. Because of that, the lab decided to test "sample pools”
instead. Each pool contains a mixture of some of the samples (each sample can participate in
several pools). A test of a pool returns positive if any of the samples contributing to the pool
contains a trace of the substance.

Design a testing method that correctly determines the positive samples using only O(t log n) tests.
The method can be adaptive, i.c., the choice of the next test can depend on the outcomes of the
previous tests.

Solution: There exist several related algorithms that solve this problem. The simplest one pro-
ceeds as follows: we divide the samples into 2¢ groups of size 3; each. We pool and test each
group. Since at most ¢ groups are positive, we can label at least n/2 samples as negative. Then
we recurse on the remaining n/2 samples. Tt is easy to see that the number of recursion levels is
O(logn). Since 2t tests are performed at each level, the total number of tests is at most O(t log n).

A different algorithm divide the samples into two groups of size /2. Both groups are tested, and
the algorithm recurses on group(s) that test positive. As before, the recursion tree has depth log n,
since we divide the group size by 2 at cach level. Moreover, the recursion tree contains at most ¢
leaves. Therefore the total number of tree nodes (and therefore tests) is O(t log n).
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Practice Quiz 1

Quiz 1 will be held on Tuesday, March 10, in lecture.

e There will be a quiz review on Thursday from 6-8pm, Location TBD. Keep an eye out for
the announcement.

e The quiz will consist of several multi-part problems. You will have 80 minutes to earn 80
points. (This practice quiz contains 120 points worth of questions. The real quiz will be
shorter.)

e The quiz is closed book. You may bring one double sided Letter (8%" x 11") or A4 crib
sheet. No calculators or programmable devices are permitted.

e Write your solutions in the space provided. Although extra scratch paper will be provided,
your answer should fit in the given space.

e Do not waste time and paper re-deriving facts that we have studied. It is sufficient to cite
known results.

e Do not spend too much time on any one problem. Read them all through first, and attack
them in the order that allows you to make the most progress. Generally, a problem’s point
value is an indication of how much time to spend on it.

e Show your work, as partial credit will be given. You will be graded not only on the correct-
ness of your answer, but also on the clarity with which you express it. Be neat.

e Good luck!

| Problem | Points | Grade | Initials |

1 2
2 8
3 40
4 15
5 15
6 20
7 20

Total 120

Name:
Circle your recitation instructor:

Matthew Webber (F 11, F1) Kevin Matulef (F2) Huy Nguyen (F3)
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Problem 1. [2 points] Write your name on every page!

Problem 2. Recurrences [8 points] (2 parts)

Solve the following recurrences by giving tight ©-notation bounds. You do not need to justify your
answers, but any justification that you provide will help when assigning partial credit. As usual,
assume that for n < 10, T'(n) = O(1).

(a) [4 points] T'(n) = 9T(/n) + ©(log(n)).

(b) [4 points] T(n) =T(2n/7) + T(5n/7) + O(n).
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Problem 3. True or False, and Justify [40 points] (8 parts)

Circle T or F for each of the following statements, and briefly explain why. The better your
argument, the higher your grade, but be brief. Your justification is worth more points than your
true-or-false designation.

(@ T F [5 points] Suppose that H is a finite family of universal hash functions of range
(table) size 999. |H| is divisible by 9.

(b) T F [5points] Let H be a family of universal hash functions that map the universe K
of keys into the range {0,1,---,n — 1}. For a given z € K, and h is a function
chosen randomly from H, Pr(h(z) = 0] = Pr[h(z) = 1] = --- = Pr[h(z) =
n—1]=2.
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(c) T F [5 points] A rotate operation on balanced tree always increases the depth of at
least one node and decreases the depth of at least one node.

(d) T F [5points] In a B-tree of minimum parameter ¢, every node contains at least ¢ — 1
elements.

(¢) T F [5 points] The number of leaves (leaf nodes) in every B-tree is at least 1/2 the
total number of nodes.
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(f) T F [5 points] The difference between the depth of the deepest and least deep node
in a 2-3-4 tree is O(log(n)), where n is the number of nodes in the tree.

(g) T F [5points] Consider a dynamic table that doubles in size when an insert operation
causes the table to overflow, and halves when a delete operation causes the table
to be less than 1/4 full. If we assign an amortized cost of 4 per insert (with deletes
free), then for every sequence of n consecutive operations, amortized costs serve
as an upper bound on true costs.
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(h) T F [5 points] A sequence of n operations is performed, so that the ** operation
p q p P
costs lg(z) if 7 is an exact power of 2, and 1 otherwise. Then the amortized cost
per operation is ©(1).
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Problem 4. Polynomial Interpolation [15 points] Suppose you are given numbers 71,72, - -, Ty

and want to compute the coefficients of the degree n polynomial with exactly those roots, i.e.
n

[I(z — r:). Give an O(nlog® n) algorithm.

i=1
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Problem 5. Chemical testing [15 points]

A chemistry lab is given n samples, with the goal of determining which of the samples contain
traces of a foreign substance. It is assumed that only few (say, at most ¢) samples test positive.
The tests are very sensitive, and can detect even the slightest trace of the substance in a sample.
However, each test is very expensive. Because of that, the lab decided to test "sample pools”
instead. Each pool contains a mixture of some of the samples (each sample can participate in

several pools). A test of a pool returns positive if any of the samples contributing to the pool
contains a trace of the substance.

Design a testing method that correctly determines the positive samples using only O(t log n) tests.
The method can be adaptive, i.e., the choice of the next test can depend on the outcomes of the
previous tests.
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Problem 6. Two-array hashing [20 points]

Alyssa P. Hacker runs an internet company that sells n different products. In order to quickly
access information about the n products for sale, each product is hashed to a size-n hash table
using a simple uniform hash function, with collisions resolved by chaining. Alyssa is happy with
this approach because in expectation, a query takes O(1) time. However, the downside of the
approach is that it is quite likely some slot of the table will have many items hashing to it.!

To solve this problem, Alyssa comes up with an idea for two-array hashing, which is defined as
follows. Given n items, allocate two arrays A; and As, each of size n'>. When inserting a new
item, map it to one slot in each of the arrays using two different simple uniform hash functions h,
and hs. Place the item only in the less crowded of the two slots. We say that a collision occurs if
both of the two slots are already nonempty.

(a) [8 points] Consider the kth items inserted into the two-array hash table. Let C), be an
indicator random variable with

1 : 1if the kth insert causes a collision
Cr = .
0 : otherwise.

Show that E[Cy] < (k — 1)%/n®.

One can show that with high probability some slot of the table has ©(log n/ log log n) items hashing to it, but you
do not need to know or be able to prove this fact.
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(b) [12 points] Define the random variable C' = 3 ;_; C. What does the variable C
represent? Show that £[C] = O(1), and conclude that the fullest slot in the hash table
contains O(1) items in expectation.

10
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Problem 7. Broadcast channel [20 points]

A set of up to n processors attempt to communicate over a network. The communication process
is deemed successful if any of the processors manages to broadcast its information (since the
successful processor can then lead the remainder of the communication process). However, the
only means of communication is through a common broadcast channel. At any given time step
(we assume the time is discrete), any subset of the processors can attempt to communicate through
the channel by sending a message. The channel operates as follows:

e If none of the processors attempts to send a message, then all processors receive a special
“none” message.

e If only one of the processors attempts to send a message, then all processors receive that
message, and the communication process is deemed successful.

e If r'wo or more processors attempt to send a message, then all processors receive a special
“collision” message.

Suppose that the number of processors is at least n/2. Design a randomized protocol that, if
followed by all processors, will result in successful communication. The expected number of time
steps used by the protocol should be O(1).

You can assume all processors know the upper bound n and the lower bound n /2.
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Massachusetts Institute of Technology 6.046J/18.410]
Prof. Manolis Kellis and Dr. Marten van Dijk Practice Quiz | . .
Problem 1. [2 points] Write your name on every page!
Practice Quiz 1 Problem 2. Recurrences [8 points] (2 parts)
¢ Quiz 1 will be held on Tuesday, March 10, in lecture. Solve the following recurrences by giving tight ©-notation bounds. You do not need to justify your
o There will be a quiz review on Thursday from 6-8pm, Location TBD. Keep an eye out for answers, but any justification that you provide will help when assigning partial credit. As usual,

the announcement. assume that for n < 10, T(n) = O(1).

The quiz will consist of several multi-part problems. You will have 80 minutes to earn 80

E]:}::::r )(Thls practice quiz contains 120 points worth of questions. The real quiz will be @) [4 points] T(n) = 9T(¢7) + O(log(n)).
Sop oo : 2 I ,, . .
> TII]C lql:; L ;:Io:c‘d hogk: Ym_’ ma?'bt;rl‘r;g ane datblp 5135%““” (B %ALY ar A% erib Solution: Letn = 2™, Then the recurrence becomes 7'(2™) = 97°(2"/%) + B(m).
SIEEL0 CRICU BIONS 0T INOSTAMMEY'E £ieVioen Alc PErILLIEC. _ _ Setting §(m) = T/(2") gives us S(m) = 95(m/3) + &(m). Using case | of the
e Write your solutions in the space provided. Although extra scratch paper will be provided, Master Method gives us S(m) = 6(m?) or T(n) = 6(log? )

your answer should fit in the given space.

Do not waste time and paper re-deriving facts that we have studied. It is sufficient to cite
known results.

Do not spend too much time on any one problem. Read them all through first, and attack
them in the order that allows you to make the most progress. Generally, a problem’s point
value is an indication of how much time to spend on it.

Show your work, as partial credit will be given. You will be graded not only on the correcl-
ness of your answer, but also on the clarity with which you express it. Be neat.

e Good luck!
Problem | Points | Grade | Initials
1 2
2 3 (b) [4 points] T(n) = T(2n/7) + T(5n/7) + B(n).
3 40 Solution: The Master Theorem doesn’t apply here. Draw recursion tree. At each
level, do ©(n) work. Number of levels is logy;n = 8(Ign), so guess T(n) =

4 15 ©(nlgn) and use the substitution method to verify guess,
5 15
6 20
7 20

Total 120

Name:

Circle your recitation instructor:
Matthew Webber (F 11, FI) Kevin Matulef (F2) Huy Nguyen (F3)
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Problem 3. True or False, and Justify [40 points] (8 parts)

Circle T or F for cach of the following statements, and briefly explain why. The better your
argument, the higher your grade, but be brief. Your justification is worth more points than your

true-or-false designation,

@ TF

) TF

[5 points] Suppose that H is a finite family of universal hash functions of range
(table) size 999. |H| is divisible by 9.

Solution:  False. Let h be the identical function that maps the key universe
{1,2,---.999} into the range (table) {1,2,.-,999} such that h(z) = x. Then
the hashing function /: does not have any collision. H = {h} is a universal
hashing family since for any z # y, Pr[h(z) = h(y)] = 0 < 1/999. |H| = 1is
not divisible by 9.

Note: In this question, we also gave credit to those who used the following
definition of universal hashing: “H is a universal hashing family if for any
x # y and a hash function & chosen randomly from /1, the probability that
h(z) = h(y) is equal to 1/m” (although in the correct definition, this prob-
ability is at most 1/m). The answer is then True since for any pair & # y,
[{h € H|h(z) = h(y)}| = |H|/999 is an integer, therefore, | H| is divisible by
999.

[5 points] Let H be a family of universal hash functions that map the universe K
of keys into the range {0,1,--+,n — 1}. For a given x € K, and h is a function
chosen randomly from H, Pr{h(z) = 0] = Pr[h(z) = 1] = -+ = Pr[h(z) =
n—1]=1,
Solution: False.

Let H = {hy, ha,hs}, where the three hash functions map the universe
{A, B, C, D} of keys into the range {0, 1, 2} according to the following table:

z hy(z) ha(z) ha(z)
A 1 0 2
B 0 1 2
¢ 0 0 0
D1 1 0

H is a universal hashing family, However, forz = C and any h € H, Pr[h(z) =
0] =1> Prlh(z) = 1] = Prih(z) = 2] = 0.

6.046J/18.410J Practice Quiz | Name.

() TF

d TF

[5 points] A rotate operation on balanced tree always increases the depth of at
least one node and decreases the depth of at least one node.

Solution: TRUE. Every rotate operation demotes the root of a subtree and pro-
motes a new node to that position. Promotion decreases a node’s depth. See
CLRS 13.2 or Lecture 7 for a description/illustration of rotation.

[5 points] In a B-tree of minimum parameter ¢, every node contains at least { — 1
elements.

Solution: FALSE, Normally nodes in a B-trec of parameter ¢ must have between
t — 1 and 2t — 1 elements, but the root node is exempted from this rule to acco-
modate trees with fewer than t — 1 elements. Consider a B-tree of parameter 3
that contains one element: the root node contains 1 element, buthere t — 1 = 2.
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(e) T F [5 points] The number of leaves (leaf nodes) in every B-tree is at least 1/2 the (g) T F [5 points] Consider a dynamic table that doubles in size when an insert operation
total number of nodes. causes the table to overflow, and halves when a delete operation causes the table
to be less than 1/4 full, If we assign an amortized cost of 4 per insert (with deletes
Solution: TRUE. Every non-leaf in a B-tree must have at least 2 children. The free), then for every sequence of n consecutive operations, amortized cosls serve
number of nodes in the level above the leaves is at most 1/2 the number of leaves. as an upper bound on true costs,
The number of nodes in the level above that is at most 1/4 the number of leaves,
and so on up the tree. This sum cannot exceed the total number of leaves. Solution: False. As an example, consider the cost of inserting 17 elements and

then deleting those 17 elements. The cost is
o |*17 for the inserts.
o 1*17 for the deletes.
o 14+2+4-+8+16 =31 for table expansions.
o 7+3+1 =11 for table contractions.
o Total = 17+17+31+11 = 76.

Note: Due to the subtleties of the problem, we decided to disregard this question
and give everyone 5 points.

(f) T F [5 points] The difference between the depth of the deepest and least deep node

in a 2-3-4 tree is ©(log(n)), where n is the number of nodes in the tree. (h) T F [5 points] A sequence of n operations is performed, so that the i*" operation

costs Ig(t) if 2 is an exact power of 2, and | otherwise. Then the amortized cost

Solution: True, The difference in depths is one less than the height of the tree, per operation is 8(1).

so it is B(log(n)).
Solution: True. Let ¢(i) be the cost of the i** operation
. [ lgi ifi=2% kinteger

oy = { 1 atherwise

For any n, the total cost of n operations is

llgn)
n-|lgn]+ ¥ i
i=] i=]

n -+ 6(1g*(n)) = B(n)

[

—~

-

=
I

]

Therefore, the amortized cost per operation is 8(1).
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Problem 4. Polynomial Interpolation [15 points] Suppose you are given numbers ry, 7, ++, 1y
and want to compute the coefficients of the degree n polynomial with exactly those roots, i.c.
TI(z = ri). Give an O(n log? n) algorithm,

i=1

Solution: A simple recursive algorithm suffices. Compute 1\ (z — r;) and T 2 (T = 13)
and then multiply the two degree-n/2 polynomials together using fast polynomial multiplication
via the FFT, The base case is clearly constant time and the combine step takes O(nlogn) time.
Thus the running time is given by the recurrence 7'(n) = 27'(n/2) + ©(nlogn). By case 2 of the
generalized Master Theorem (as in the lecture), T(r) is O(n log® n)
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Problem 5. Chemical testing [15 points]

A chemistry lab is given n samples, with the goal of determining which of the samples contain
traces of a foreign substance. It is assumed that only few (say, at most f) samples test positive.
The tests are very sensitive, and can detect even the slightest trace of the substance in a sample.
However, each lest is very expensive. Because of that, the lab decided to test “sample pools”
instead. Each pool contains a mixture of some of the samples (each sample can participate in
several pools). A test of a pool returns positive if any of the samples contributing to the pool
contains a trace of the substance.

Design a testing method that correctly determines the positive samples using only O(t log n) tests.
The method can be adaptive, i.c., the choice of the next test can depend on the outcomes of the
previous tests.

Solution: There exist several related algorithms that solve this problem. The simplest one pro-
ceeds as follows: we divide the samples into 2¢ groups of size ; each. We pool and test each
group. Since at most ¢ groups are positive, we can label at least n/2 samples as negative. Then
we recurse on the remaining n/2 samples. Tt is casy to see that the number of recursion levels is
O(log n). Since 2t tests are performed at each level, the total number of tests is at most O(t log n).

A different algorithm divide the samples into two groups of size n/2. Both groups are tested, and
the algorithm recurses on group(s) that test positive. As before, the recursion tree has depth log n,
since we divide the group size by 2 at each level. Moreover, the recursion tree contains at most ¢
leaves. Therefore the total number of tree nodes (and therefore tests) is O(t log n).



6.046J/18.410] Practice Quiz 1 Name. 9

Problem 6. Two-array hashing [20 points]

Alyssa P. Hacker runs an internet company that sells n different products. In order to quickly
access information about the n products for sale, each product is hashed 1o a size-n hash table
using a simple uniform hash function, with collisions resolved by chaining. Alyssa is happy with
this approach because in expectation, a query takes O(1) time. However, the downside of the
approach is that it is quite likely some slot of the table will have many items hashing to it.!

To solve this problem, Alyssa comes up with an idea for two-array hashing, which is defined as
follows. Given n items, allocate rwo arrays A; and As, each of size n'-®. When inserting a new
item, map it to one slot in each of the arrays using two different simple uniform hash functions Iy
and hy. Place the item only in the less crowded of the two slots. We say that a collision occurs if
both of the two slots are already nonempty.

(a) [8 points] Consider the kth items inserted into the two-array hash table. Let Cy. be an
indicator random variable with

co=l1: if the kth insert causes a collision
¥T10 @ otherwise.

Show that £[Cy] < (k= 1)*/n8,

Solution: The kth insert causes a collision if and only if ky (k) is a nonempty slot of
A; and hy(k) is a nonempty slot of A;. At the time of the kth insert, both A, and A,
have at most k — 1 nonempty slots (possibly fewer). Since we are assuming h, and
ha hash uniformly and independently, the probability that they both hash to nonempty
slots is at most (k — 1)/n% - (k — 1)/n'® = (k — 1)?/n3.

Partial credit was given for correctly bounding the probability of the kth item hashing
to a nonempty slot of a single array as < (k — 1)/n'®. Other attempts at a solution
received a small number of points.

!One can show that with high probability some slot of the table has 8 (log n/ lug log n) items hashing to it, but you
do not need to know or be able to prove this fact.
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(b) [12 points] Define the random variable C = 3_}_, Cx. What does the variable C'

represent? Show that E[C] = O(1), and conclude that the fullest slot in the hash table
contains (1) items in expectation.

Solution: The variable C represents the number of elements that collide with other
elements (note this is slightly different than the number of pairs of elements that col-
lide).

To solve for E[C], we just need linearity of expectation and part (a) above:

Elc] = EL%C;,]

= Y ElG
=1

(k=1)*

=

n(n —1)*
n:!

E]

1A
-

IA

IA

1

The expected size of the fullest slat in the hash table is upper bounded by the expected
number of elements that collide with other elements. Since the latter is bounded by a
constant, so is the former. Thus Alyssa’s scheme works.

To receive full credit on this problem it should have been made clear that linearity of
expectation was being used. Sloppiness here usually received a minor point deduction.
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Problem 7. Broadcast channel [20 points]

A set of up to n processors attempt to communicate over a network, The communication process
is deemed successful if any of the processors manages to broadcast its information (since the
successful processor can then lead the remainder of the communication process), However, the
only means of communication is through a common broadcast channel. At any given time step
(we assume the time is discrete), any subset of the processors can attempt to communicate through
the channel by sending a message. The channel operates as follows:

s If none of the processors attempts to send a message, then all processors receive a special
"none” message.

o If only one of the processors attempts to send a message, then all processors receive that
message, and the communication process is deemed successful.

o If wo or more processors attempt to send a message, then all processors receive a special
"collision™ message.

Suppose that the number of processors is at least n/2. Design a randomized protocol that, if
followed by all processors, will result in successful communication. The expected number of time
steps used by the protocol should be O(1).

You can assume all processors know the upper bound n and the lower bound n/2.

Solution: We assume n > 1, since otherwise the problem is trivial. The algorithm is as follows:
at each time step, each processor sends its message with probability 1/n. If exactly one of the
processors manages 1o broadcast its message, the whole process stops. Otherwise, the protocol is
repeated in the next time step.

The analysis is as follows: we will prove that the expected number of time steps used by the
protocol is constant. Since each processor sends a message with probability 1/n, the number of
messages sent in each time step follows the binomial distribution. In particular, if there are k
processors, the probability that exactly one message is sent at a given time step is

ln—l

P= (T)H(T)""‘ >1/2-(1=1/n)*' > 172 (1 - 1/n)",

Since (1—1/n)" — 1/easn — oo and (1 — 1/n)" > 0 for n > 1, it follows that (1 = 1/n)" > &
for some absolute constant § > 0 (in fact, we can take d = 1/4). This implies that P > §/2. The
expected number of time steps used by the protocol is at most 1/P < 2/d = O(1).

Some students proposed related randomized algorithms, with running times of n steps or more.
We gave partial credit for those. Also, some students observed that the above procedure guarantees
that the expected number of processors that broadcast at each step is O(1). This is correct, but not
sufficient to give an O(1) bound for the expected number of sreps. Again, partial credit was given.
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Practice Quiz 1

Problem 1. Algorithms and running times (5 parts) [5 points]

Match each algorithm below with the tightest asymptotic upper bound for its worst-case running
time by inserting one of the letters A, B, .. ., E into the corresponding box. Some running times
may be used multiple times or not at all. For sorting algorithms, n is the number of input
elements. For matrix algorithms, the input matrix has size n x n.

You need not justify your answers. Because points will be deducted for wrong answers, do not
guess unless you are reasonably sure.

Insertion sort A: O(lgn)
Binary Search B: O(n)
BUILD-HEAP C: O(nlgn)
Strassen’s D: O(n?)
Randomized Quicksort E: O(n?)

F: O(n's")
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Problem 2. Recurrences (3 parts) [9 points]

Solve the following recurrences by giving tight ©-notation bounds. You do not need to justify your
answers, but any justification that you provide will help when assigning partial credit.

@ T(n) =T(vn) + ©(iglgn)

(b) T(n) =T(n/2+ /1) + /6046

(¢) T'(n) =T(n/5)+ T(4n/5) + ©(n)
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Problem 3. Short Answers (4 parts) [16 points]

Give brief, but complete, answers to the following questions.

(a) Argue that you cannot have a Priority Queue in the comparison model with both the
following properties.
e EXTRACT-MIN runs in O(Iglgn) time.
e BUILD-HEAP runs in ©(n) time.

(b) A sequence of n operations is performed on a data structure. The ith operation costs z
if ¢ is a power of two, and one otherwise. Determine the amortized cost per operation.

(c) What does it mean to sort in place, and what is one advantage of sorting in place?
Which of the following algorithms sort in place?

INSERTION-SORT

MERGE-SORT

HEAPSORT

COUNTING-SORT
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(d) If an algorithm has running time T'(m) < 2™ for all m which are powers of 2, and
T'(n) is monotonically increasing, then can we conclude that 7'(n) = O(2") by using
the sloppiness lemma?

(e) Consider the following collection H = {hy, hs, h3} of hash functions, where the three
hash functions map the universe { A, B, C, D} of keys into the range {0, 1,2} accord-
ing to the following table:

T hi(z) ho(z) hs(z)
A 1 0 2
B 1 2 0
C 2 2 2
D 2 0 0

Is this collection of hash functions universal?
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Problem 4. True or False, and Justify (7 parts) [28 points]

Circle T or F for each of the following statements to indicate whether the statement is true or
false, respectively. If the statement is correct, briefly state why. If the statement is wrong, explain
why. The more content you provide in your justification, the higher your grade, but be brief. Your
Jjustification is worth more points than your true-or-false designation.

T F There exists a pivot selection algorithm such that quicksort on runs in O(nlgn) time in
the worst case.

T F Let f and g be asymptotically nonnegative functions. Then, at least one relationship of
f(n) = O(g(n)) and g(n) = O(f(n)) must always hold.



6.046J/18.410J Practice Quiz 1 Name. 6

T F Suppose we use a hash function h to hash n distinct keys into an array 7" of length m. As-
suming simple uniform hashing, the expected number of colliding pairs is ©((logn)/m).

T F Suppose that an array contains n numbers, each of which is —1, 0, or 1. Then, the array
can be sorted in O(n) time in the worst case.
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T F Suppose that a hash table of m slots contains a single element with key % and the rest of
the slots are empty. Suppose further that we search r times in the table for various other
keys not equal to k. Assuming simple uniform hashing, the probability is 7 /m that at least
one of the r searches probes the slot containing the single element stored in the table.

T F On all input arrays consisting of more than a 1000 elements, QUICKSORT performs at
most as many comparisons as INSERTION-SORT.
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T F Bucket sort can be used to sort an arbitrary list of real numbers in O(n) expected time.
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Problem 5. Sorting a partially-sorted array (3 parts) [10 points]

In this problem, more efficient algorithms will be given more credit. Partial credit will be given for
correct but inefficient algorithms.

Let Ay be a numerical array of length n, originally sorted into ascending order. Assume that &k
entries of Ay are overwritten with new values, producing an array A. Furthermore assume you
have an array B containing n boolean values, where Bl[i] is true if A[i] is one of the k values that
was overwritten, and false otherwise.

(a) Give a fast algorithm to sort A into ascending order, with time complexity better than
O(nk). [5 points]
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(b) Give the time complexity of your algorithm in big-O notation, as a function of n and
k. [3 points]

(c) Give the space complexity of your algorithm in big-O notation, as a function of n and
k. (Do not include the space required for A and B.) [2 points]

10
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Problem 6. Tree Ancestors

Suppose you are given a complete binary tree of height A with n = 2" leaves, where each node
and each leaf of this tree has an associated “value” v (an arbitrary real number).

If z is a leaf, we denote by A(z) the set of ancestors of z (including z as one of its own ancestors).
That is, A(z) consists of z, z’s parent, grandparent, etc. up to the root of the tree.

Similarly, if = and y are distinct leaves we denote by A(z, ) the ancestors of either x or y. That
is,

Alz,y) = Alz) UA(y) .

Define the function f(z, %) to be the sum of the values of the nodes in A(z,y).

Give an algorithm (pseudo-code not necessary) that efficiently finds two leaves xzy and yp such that
f(zo,yo) is as large as possible. What is the running time of your algorithm?
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Practice Quiz 1

Problem 1, Algorithms and running times (5 parts) [5 points]

Match each algorithm below with the tightest asymptotic upper bound for its worst-case running
time by inserting one of the letters A, B, ..., E into the corresponding box. Seme running times
may be used multiple times or not at all. For sorting algorithms, n is the number of input

elements. For matrix algorithms, the input matrix has size n x n.

You need not justify your answers. Because points will be deducted for wrong answers, do not

guess unless you are reasonably sure.

Insertion sort

Binary Search

BUILD-HEAP

Strassen's

Randomized Quicksort

Solution: From top to bottom: E, A, B, F, E.

A: O(lgn)

B: O(n)

C:O(nlgn)

D: O(n?)

E: O(n?)

F: O(n'*7)
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Problem 2. Recurrences (3 parts) [9 points]

Solve the following recurrences by giving tight ©-notation bounds. You do not need to justify your
answers, but any justification that you provide will help when assigning partial credit.

(@) T(n) =T(v/n) +6(lglgn)

Solution: We start by using a change of variable, n = 2™, and we define S(m) =
T(2™). This translates the recurrence into S(m) = S(m/2) + O(lgm). By the
master method, S(m) = O((lgm)?). By changing the variable nack to n, we obtain
T(n) = 6((lglgn)*).

(b) T(n) =T(n/2+ /n) + V6046

=

Solution: We neglect the lower order term /7 and we use the master method to
obtain T'(n) = O(lgn). We may use the substitution method to verify this answer.

(c) T(n) =T(n/5) + T(4n/5) + O(n)

Solution: We use a recursion tree. The sum of the terms at each level is equal to n
and the height of the tree is lg n. This gives T'(n) = O(nlgn).
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Problem 3. Short Answers (4 parts) [16 points]

Give brief, but complete, answers to the following questions.

(a) Argue that you cannot have a Priority Queue in the comparison model with both the

(b

(c

)

-

following properties.
e EXTRACT-MIN runs in ©(lglg n) time.
e BUILD-HEAP runs in ©(n) time,

Solution:  If such a priority queue exists, then, we can sort in ©(nlglgn) in the
comparison model by using BUILD-HEAP and applying EXTRACT-MIN n times. This
contradicts the lower bound on the running time of sorting algorithms in the compari-
son model.

A sequence of n operations is performed on a data structure. The ith operation costs i
if 1 is a power of two, and one otherwise. Determine the amortized cost per operation.

Solution:  Over the course of 1 operations, we have at most [lgn| operations that
cost i and at most n — |lgn] = ©(n) operations that cost 1. Thus, we have a total cost
over n operations of

- Ngnl i _ 2 lgnl-1

On) + 5" 2 = 0(n) + (455—) = 9(n)

Because we are averaging over n operations, we have an amortized cost of O(n)/n =
o(1).

What does it mean to sort in place, and what is onc advantage of sorting in place?
Which of the following algorithms sort in place?

e INSERTION-SORT

® MERGE-SORT

e HEAPSORT

e COUNTING-SORT

Solution:  An in place sorting algorithm does not use auxiliary array and sorts itlems
by moving them around in the same array. One advantage of in place sorting is that it
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(d)

(e

uses less memory, and has better cache performance. INSERTION-SORT and HEAP-
SORT work in place, while MERGE-SORT and COUNTING-SORT do not.

If an algorithm has running time T(rn) < 2™ for all sn which are powers of 2, and
T(n) is monotonically increasing, then can we conclude that 7'(n) = O(2") by using
the sloppiness lemma?

Solution: Since f(n) = 2" is an exponential function, it does not grow slowly, and
therefore sloppiness lemma does not apply.

Consider the following collection H = {1, h2, h3} of hash functions, where the three
hash functions map the universe { A, B, C, D} of keys into the range {0, 1,2} accord-
ing to the following table:

© h(z) ha(r) hs(x)
A 1 0 2
B 1 2 0
C 2 2 2
D 2 0 0

Is this collection of hash functions universal?

Solution: Yes. A hash family H that maps a universe of keys U into m slots is
universal if for each pair of distinct keys z,y € U, the number of hash functions
h € H for which h(x) = h(y) is exactly |H|/m. In this problem, |H| = 3 and
m = 3. Therefore, for any pair of the four distinct keys, exactly 1 hash function
should make them collide, By consulting the table above, we have:

h(A) = h(B) only for hy mapping into slot 1
h(A) = h(C) only for hs mapping into slot 2
h(A) = k(D) only for h; mapping into slot 0
h(B) = h(C) only for ha mapping into slot 2
h(B) = h(D) only for hy mapping into slot 0
h(C) = h(D) only for hy mapping into slot 2
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Problem 4. True or False, and Justify (7 parts) [28 points]

Circle T or F for each of the following statements to indicate whether the statement is true or
false, respectively. If the statement is correct, briefly state why. If the statement is wrong, explain
why. The more content you provide in your justification, the higher your grade, but be brief. Your
justification is worth more points than your true-or-false designation.

T F There exists a pivot selection algorithm such that quicksort on n numbers runs in O(n Ig n)
time in the worst case.

Solution: True. In O(n) time we deterministically find the median and we use this
median as the pivol.

T F Let f and g be asymplotically nonnegative functions. Then, at least one relationship of
f(n) = O(g(n)) and g(n) = O(f(n)) must always hold.

Solution: False, For f(n) = 1and g(n) = ||n * sin(n)|| it is false.

T F Suppose we use a hash function & to hash n distinct keys into an array 7" of length . As-
suming simple uniform hashing, the expected number of colliding pairs is Q((log r)/m).

T F Suppose that an array contains n numbers, each of which is —1, 0, or 1. Then, the array
can be sorted in O(n) time in the worst case.

Solution: True, We may use counting sort. We first add 1 to each of the elements in the
input array such that the precondition of counting sort is satisfied. After running counting
sort, we subtract 1 from each of the elements in the sorted output array.
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A solution based on partitioning is as follows. Let A[1..n] be the input array. We define
the invariant

eA[l..1] contains only —1,

eA[i + 1..j] contains only 0, and

eA[h..n| contains only +1.
Initially,i = 0, j = 0,and h = n + 1. If h = j + 1, then we are done; the array is sorted.
In the loop we examine A[j + 1). If A[j + 1] = —1, then we exchange A[j + 1] and A[i+1]
and we increase both # and j with 1 (as in partition in quicksort), If A[j + 1] = 0, then we
increase j with 1. Finally, if A[j + 1] = +1, then we exchange A[j + 1] and A[h — 1] and
we decrease h by 1.

T F Suppose that a hash table of m slots contains a single element with key & and the rest of
the slots are empty. Suppose further that we search r times in the table for various other
keys not equal to k. Assuming simple uniform hashing, the probability is r/m that at least
one of the r searches probes the slot containing the single element stored in the table.

Solution: False. The probability p that one of the r searches collides with the single
element stored in the table is equal to 1 minus the probability that none of the r searches
collides with the single element stored in the table, Thatis,p=1— (1 —1/m)",

T F On all input arrays consisting of more than a 1000 elements, QUICKSORT performs at
most as many comparisons as INSERTION-SORT.

Solution: False. If the input is already sorted, then QUICKSORT performs n lgn com-
parisons and insertion sort only needs n comparisons.

T F Bucket sort can be used to sort an arbitrary list of real numbers in O(n) expected time.

Solution: False. Violates the lower bound on comparison sorting. Bucket sort assumes
a distribution on the inputs. It is not a linear time algorithm for arbitrary lists of real
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numbers since all numbers can be chosen to fall in the same bucket.
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Problem 5. Sorting a partially-sorted array (3 parts) [10 points]

In this problem, more efficient algorithms will be given more credit. Partial credit will be given for
correct but inefficient algorithms.

Let Ay be a numerical array of length n, originally sorted into ascending order. Assume that k
entries of Ay are overwritten with new values, producing an array A. Furthermore assume you
have an array B containing n boolean values, where Bli] is true if Ai] is one of the k values that
was overwrillen, and false otherwise.

(a) Give a fast algorithm 1o sort A into ascending order, with time complexity better than
O(nk). [5 points]

Solution: A straightforward solution is: (i) Separate out A into two lists, .4, con-
sisting of all elements of A where the corresponding element of B is false, and A,
where the corresponding element is true. (ii) Sort Az using mergesort or heapsort.
(iii) Perform a linear merge of A, and A3, writing the result back into A,

Partial credit was given for solutions based on insertion sort.
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(b) Give the time complexity of your algorithm in big-O notation, as a function of n and

(c

k. [3 points]

Solution:  Separation of lists: O(n). Sorting new items: O(kIg k). Merging back
together again: O(n). Total time: O(n + klgk). Note that if the algorithm given is
correct, then any correctly-demonstrated time bound less than O(nk) for the algorithm
may be given here.

Give the space complexity of your algorithm in big-O notation, as a function of n and
k. (Do not include the space required for A and B.) [2 points]

Solution:  O(n). There are more efficient implementations that overwrite parts of
A and B as they go, but some of these approaches sacrifice time efficiency for space
efficiency, and optimization of space was not asked for in this question. As long as the
algorithm is correct and runs in time less than O(nk), the correct space complexity for
the algorithm is all that is required here,

6.0461/18.410J Practice Quiz 1 Name. 10

Problem 6. Tree Ancestors

Suppose you are given a complete binary tree of height h with n = 2" leaves, where cuch node
and each leaf of this tree has an associated “value” v (an arbitrary real number).

If = is a leaf, we denote by A(x) the set of ancestors of z (including « as one of its own ancestors).
That is, A(x) consists of x, «'s parent, grandparent, etc. up to the root of the tree.
Similarly, if z and y are distinct leaves we denote by A(z, y) the ancestors of either x or y. That
is,

Az, y) = Alx) U A(y) .

Define the function f(z, y) to be the sum of the values of the nodes in A(x, y).

Give an algorithm (pseudo-code not necessary) that efficiently finds two leaves x, and g, such that
f(ixo, yo) is as large as possible. What is the running time of your algorithm?

Solution: There are several different styles of solution to this problem. Since we studied divide-
and-conquer algorithms in class, we just give a divide-and-conquer solution here. There were also
several different quality algorithms, running in O(n), O(n lgn), and O(n? lgn). These were worth
up to 11, 9, and 4 points, respectively. A correct analysis is worth up to 4 points.

First, let us look at an O(nlgn) solution then show how to make it O(n). For simplicity, the
solution given here just finds the maximum value, but it is not any harder to return the leaves
giving this value as well.

We define a recursive function MAX 1(z) to return the maximum value of f(z)—the sum of the
ancestors of a single node—over all leaves  in 2's subtree. Similarly, we define MAX2(z) to be a
function returning the maximum value of f(z, y) over all pairs of leaves . y in z's subtree. Calling
MAX2 on the root will return the answer to the problem.

First, let us implement MAX 1(z). The maximum path can either be in z's left subtree or 2's right
subtree, so we end up with a straightforward divide and conquer algorithm given as:

Maxl1(z)
1 return (value(2) + max {MAX1(left[z]), MAX1(right[2])})

For MAX2(z), we note that there are three possible types of solutions: the two leaves are in 2's left
subtree, the two leaves are in 2's right subtree, or one leaf is in each subtree, We have the following
pseudocode:

MAX2(2)
1 return (value(z) + max {Max2(left(z]), MAX2(right[z]), MAX 1 (left(z]) + MAX ] (right[z])})
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Analysis:
For Max 1, we have the following recurrence

Ti(n)

T, (1;—1) (1)
= O(n)

by applying the Master Method.
For MAX2, we have

Tyn) = 21'2_.("; l) +2T; (”T_l) +0(1)

= m (%5 1) +8(n)

= B(nlgn)

by case 2 of the Master Method.

To get an O(n) solution, we just define a single function, MAXBOTH, that returns a pair—the
answer to MAX1 and the answer to MAX2. With this simple change, the recurrence is the same as
Maxl

SCRATCH PAPER — Please detach this page before handing in your exam.
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Design and Analysis of Algorithms October 11, 2012
Massachusetts Institute of Technology 6.046J/18.410]
Profs. Srini Devadas and Ronitt Rubinfeld Quiz 1

Quiz 1

¢ Do not open this quiz booklet until you are directed to do so. Read all the instructions first.

e The quiz contains 5 problems, several with multiple parts. You have 80 minutes to earn 80
points.

e This quiz booklet contains 13 pages, including this one, and a sheet of scratch paper.

e This quiz is closed book. You may use one double-sided letter (8%” x 11”) or A4 crib sheet.
No calculators or programmable devices are permitted. Cell phones must be put away.

e Write your solutions in the space provided. If you run out of space, continue your answer on
the back of the same sheet and make a notation on the front of the sheet.

e Do not waste time deriving facts that we have studied. Just cite results from class.

e When we ask you to “give an algorithm” in this quiz, describe your algorithm in English
or pseudocode, and provide a short argument for correctness and running time. You do not
need to provide a diagram or example unless it helps make your explanation clearer.

e Do not spend too much time on any one problem. Generally, a problem’s point value is an
indication of how many minutes to spend on it.

e Show your work, as partial credit will be given. You will be graded not only on the correct-
ness of your answer, but also on the clarity with which you express it. Please be neat.

e Good luck!

Problem | Title | Points | Parts | Grade | Initials |
0 Name 1 1 1 |
1 | True or False 20 | 10| 0 gl 3 |
2 Short Answers 24 6 4 o }\ ‘ O
3 Discovering Fakes 10 2 (p L,C

4 Finding Repetitions 10 2 6 § D

4 Dynamic Quiz Takers | 15 3 )

Total N 80 34 | |
L 1o Ulicals T . A
Name: mf'UI/""{ A / {"' snia, /AV\@ > b{ ¥
Circle your recitation: A
77 ‘
F10 F11 /F1 1\; F12 F12 F1 F2 F3

RO1 RO2 RO7 / RO3 RO8 R04 RO5 RO6
Yotam Boon Teik Aiza Annie Aizana Annie Katherine Heejung
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Problem 0. Name. [1 points] Write your name on every page of this exam booklet! Don’t forget
the cover.

Problem 1. True or False. [20 points] (10 parts)

Circle T or F for each of the following statements to indicate whether the statement is true or false
and briefly explain why.

(a) T @ Given n numbers, the worst-case running time of the median finding algorithm
is ©(nlog n)

1 o R ’ = | ‘ " NET / - P / .
X (> b\/p Lol X Cortnko® 0 Mngldle o) "?f?s’-‘?) f! [et#y
N i y rar G i |} ' " ‘!I{’ . . ] ;
A / Inse Caifi d i d i N vt AN i~ {J I Fodm
k‘ka\ [} . e af fit in 7k 0 1T ¢ {ar'§( U LA G O +
| | | ? AR
hl | h _ 9 el &1
t g &l 5 0y A AP B ' [
1\1; 5 ntg+ 5 0la) 7 qeeet?ef 2 Lo §

(b) @ On the same input on different executions, the multivariate polynomial identity
"~ testing algorithm (from recitation 3) may produce different answers.

0 / mi‘] (u{ /= ‘7

l_ | | o3 jf’,)/, ( { \éfrg Pﬂ// f/;/
(c) F In the worst case, the running time for a search i m a skip list is ©(n). i J I/ w{/}/ )

o

ﬂ%| Seiih /f’f(" % ¢ i/ '/”{ /
- A {1 .r"m} (o
/(' f)/ / / b 7 Y ? |

S

I ] '
7)) | | [ ;
e N or [t
) J (i T4 4VEl] / kIl J gLy
4 /

@'\T F] Given a set of points {z, ..., ,}, and a degree n bounded polynomial P(z) =
ap+ a1z + ...+ a,—12" ", we can evaluate P(z) at {z1,...,z,} in O(nlogn)
time using the FET algorithm presented in class.
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(e T @ If we augment the “paranoid” quicksort (from lecture) to only pick each potential

pivot once, the worst-case running time of “paranoid” quicksort is worse than that
of the randomized quicksort.

LA 7 Jﬂ/],:f/j -7);;-@ nald oo T},y__ U (o

v
o

L I A ] 1 0 If s ) }»r ) j:
0 4 ¥ 45 Vi ':‘\{' v J I ¥ ;i 7.!"]-4/,;!/: i:vf.‘{/"/ i

(DO‘ F Inaweighted connected graph G = (V, E), each edge with the minimum weight
belongs to some minimum spanning tree of G. f L Lla' f i tx,M/ ) ‘x ’;

Of/ 0{//} (j( ]L;;,,_.;-.}

\ ’. V(Y v 71 " i ;\
o oGt (e & all 7l
i b il

It h

E:’l/wf’
Lo ot all Clges vadd b /‘Z.ﬁﬁ

bt Gl fe b Ecoll ol g PO
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(g T@ In a weighted connected graph G, if s is a starting node in Prim’s algorithm, then
for any other vertex v, the path on the resulting MST from s to v is the shortest

path.
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otherwise

) T If
/()1 \) T(n) = { T(an) + T'(bn), ifn > ng

where a,b > 0 and a + b < 1, and c and ng are some constants, then T'(n) is

o). Lay T (40) 4 T (,{,y

_ {’N'j bf}/ﬁ« Llif“f!‘/.{j S N Ay )
n (W\/TJ‘ AL\ gu ",.n/! Mo

@ T @ For a given weighted connected graph G = (V, E), we would like to find the

\ longest simple path between any two vertices. We can solve this problem by
(Gl {J negatmg the edge weights and running Johnson s a]gonthm g e (

{)GJ\‘V [ ‘ O " % -l
a2 0
\/Ja Ll by (s

) " J | ‘ 7w AV
~p - vhin gt Yo, v do omile

fi v

(j)(y F In a weighted graph G, if k is the maximum number of edges in shortest paths
/ between any two vertices, then it is possible to reduce the running time of Floyd-
Warshall to O(kn?) by finishing early.
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Problem 2. Short Answers. [24 points] (6 parts)
Please answer the following questions.

(a) Give asymptotic upper and lower bounds for 7°(n) in the following recurrences. Make
your bounds as tight as possible. You can assume that 7°(n) is constant for n < 2.

T(n) = T(n'®) + T(n*?) + logn

g,f:-% - "’u’ﬁ (G{f 4

[ E
LAY
Oy f:‘_j e (A g,,:'fﬁr
N |
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| SIWL { 3% r\! ',' A ’.".:-_7,‘,5{/ },{ ff b r j

b de) [

(b) We would like to test whether A x B = C, where A, B, and C are n x n matrices
Suppose it takes O(k) to generate a random bit. Give an algorithm for the matrix
identity test such that the error rate is less than e. What is the running time of your

algorithm?
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(c) Prove or disprove using a counterexample: Let G be a flow network graph. If all the '
capacities of G have unique integer capacities, then there is a unique maximum flow. ’7 \‘b‘
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(d) Draw the residual graph G given the graph G and the flow f below. The notation z/y
means that there is currently = flow going through an edge of capacity y.
» f s
J iy
Qm ,- WO 2/3
0/1 4./
2/2
3/4 \ 1/1 )
y
b =({uy) ~{ [,y
-F ( ( b{ / V) ( { u‘/
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(e) For a set A of integers in the range [0...100n], give an O(nlogn) algorithm which
finds whether there is a triple of three (not necessarily distinct) elements (z,y, 2) in A
such that z = z + y + ¢ where ¢ € [ logn, ..., + log n]. Justify the runtime.

1,
[V ,J 0 T {04y

S~

(f) You would like to design an algorithm which has the following specification: Given
four polynomials A, B, C, D, each of degree at most n. If AB = CD, output PASS
with probability 1. If AB # C D, output FAIL with probability at least 1 — 1/ log n.

Your algorithm does the following once: chooses uniformly at random an integer z
from a set of integers {1, .../m} and checks if A(z) x B(z) = C(z) X D(z). If the
answer is yes, the algorithm outputs PASS, otherwise the algorithm outputs FAIL.
How big should m be in order to satisfy the specification?
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Problem 3. Finding Fake Coins [10 points] (2 parts) (L U (4 } /«k S5qMa WP { ,jf, /

You are given a bag of coins, most of which have same welght There is a possibility that some
fake coins (which have dlffcrent wmght) are mlxed into the bag. You want to find the fake coins

_______ ]
For the followmg semngs give the most efficient deterministic algorithm to find the fake com(s)
or show that there are none. Write a recurrence for your algorithm and solve the recurrence.

(a) A bag of n coins may contain up to 1 fake coin that is heavier than real coins. Find
—.
the fake coin if it is in the pile.

P 2 ((Mbm {;J,f {/’g}w bff/’j/)/@

N
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(b) A bag of n coins may contanﬁup to2 h v{( fake coms ind both fake coins in the O\/ Y
pile if there are 2 or find one if there is is 1.
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Problem 4. Finding Repetitions [10 points] (2 parts)

(a) [4 points] Suppose there exists an integer that appears more than n/ 2 times in the
array. Give a linear-time deterministic algorithm to find such an 1nteger

NW M f hag 7/,, "hw vy ’ﬁx} by ‘A
o Jued ates Vb, [

| i
) R
([?I.J'{J:‘: L..J "’\‘n..f. (‘}!f'[,

t

(b) [6 points] Let k be a given integer constant where k > 2. Now suppose there exists an
o —=
integer that appears more than n/k times (you can assume n is divisible by k). Give a

linear-time deterministic algorithm to ﬁn@ch integers.
¥ U=
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Problem 5. Dynamic Quiz Takers [15 points] (3 parts)

In a fictional class, every student takes a stance in each quiz — either to work hard (W), or to
slack off @;_50% of the hard-workers receive an A for the quiz, 40% a B, 10% a C, while for
slackers, only 10% receive an A; 20%-a-B;30% a C, and 40% fail the quiz. Moreover, 20% of the
hard-working students in one quiz become slackers in the next quiz, while 30% of the slackers in
one quiz become hard-workers in the next quiz, independent of all previous quizzes. This model is
summarized by the following diagram. The class begins with 80% hard-workers and 20% slackers,

and has a series of n quizzes. “ o
1,
W p

(a) [4 points] What is the proportion of students that receive (A, F) for their first two
quizzes, in order? Given a student with grade history (A, F'), what stances did the stu-

ﬂ( dent most likely take (i.e., what is the stance history of the Targestproportion, among
L l’ C’ ______ e e e

students with such grade history)?
Fact: Given events U, A, B, X suchthat AUB =Uand AN B = ¢,

&

Pr(X|U) = Pr(X|A) Pr(A|U) + Pr(X|B) Pr(B|U).
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(b) [8 points] Given the grade history of a student, G, = (¢1,...,9n), Where g; €

(c¢) [3 points] What is the runtime comple)uty of your algonthm in terms of n?

N

>

{A,B,C, F} fori = 1,...,n, we wish to determine the most probable stance history
of the student, H(G,) = (hq, ..., hn), where h; € {W, S} fori =1,...,n

For example, if n = 2, given G, = (A, A), the algorithm should return H(G,) =
(W, W); given G2 = (A, F'), the algorithm should return your answer in part (a).
Devise an algorithm that computes this using dynamic programming.
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this with the complexity of the brute force approach (i.e., the solution that iterates g‘“ Y& .f ;
through all possible stance histories) to demonstrate the advantage of dynamic pro- oy
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Design and Analysis of Algorithms October 11, 2012
Massachusetts Institute of Technology 6.046J/18.410]
Profs. Srini Devadas and Ronitt Rubinfeld Quiz 1 Solutions

Quiz 1 Solutions

e Do not open this quiz booklet until you are directed to do so. Read all the instructions first.

e The quiz contains 5 problems, several with multiple parts. You have 80 minutes to earn 80
points.

e This quiz booklet contains 13 pages, including this one, and a sheet of scratch paper.

e This quiz is closed book. You may use one double-sided letter (8%" x 11") or A4 crib sheet.
No calculators or programmable devices are permitted. Cell phones must be put away.

e Write your solutions in the space provided. If you run out of space, continue your answer on
the back of the same sheet and make a notation on the front of the sheet.

e Do not waste time deriving facts that we have studied. Just cite results from class.

e When we ask you to “give an algorithm” in this quiz, describe your algorithm in English
or pseudocode, and provide a short argument for correctness and running time. You do not
need to provide a diagram or example unless it helps make your explanation clearer.

e Do not spend too much time on any one problem. Generally, a problem’s point value is an
indication of how many minutes to spend on it.

e Show your work, as partial credit will be given. You will be graded not only on the correct-
ness of your answer, but also on the clarity with which you express it. Please be neat.

e Good luck!

Problem | Title | Points | Parts | Grade | Initials
0 Name 1 1
1 True or False 20 10
2 Short Answers 24 6
3 Discovering Fakes 10 2

4 Finding Repetitions 10 2

5 Dynamic Quiz Takers 15 3

Total 80

Name:
Circle your recitation:

F10 F11 F11 F12 F12 F1 F2 F3
RO1 R0O2 RO7 RO3 RO8 RO4 RO5 RO6
Yotam Boon Teik Aizana Annie Aizana Annie Katherine Heejung
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Problem 0. Name. [1 points] Write your name on every page of this exam booklet! Don’t forget
the cover.

Problem 1. True or False. [20 points] (10 parts)

Circle T or F for each of the following statements to indicate whether the statement is true or false
and briefly explain why.

(@ T F Given n numbers, the worst-case running time of the median finding algorithm
is ©(nlogn).

Solution: [2 points] False. The running time of the median finding algorithm is
O(n).

(b) T F On the same input on different executions, the multivariate polynomial identity
testing algorithm (from recitation 3) may produce different answers.

Solution: [2 points] True. If two polynomials are not identical, then it’s possible
to get both true and false answers when executing the test.

(¢) T F Inthe worst case, the running time for a search in a skip list is ©(n).

Solution: [2 points] True. O(logn) was expected, but in the worst case, we
may have to search through ©(n) elements. Recall that upon an insertion of
an element, promotion of the element to the upper levels is done randomly. In
the worst case, it’s possible that no elements get promoted or all elements get
promoted to the upper levels.

(d) T F Given a set of points {zy,...,z,}, and a degree n bounded polynomial P(z) =
ao+ a1z + ... + a1z, we can evaluate P(z) at {z1,...,2z,} in O(nlogn)
time using the FFT algorithm presented in class.

Solution: [2 points] False. Using FFT, we can efficiently evaluate a polynomial
at the roots of unity, but not any n points.
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(e) TF

# TF

(8 TF

If we augment the “paranoid” quicksort (from lecture) to only pick each potential
pivot once, the worst-case running time of “paranoid” quicksort is worse than that
of the randomized quicksort.

Solution: [2 points] False. The worst-case running time of the randomized
quicksort is ©(n?), and the augmented “paranoid” quicksort takes O(n?) time
since each pivot takes O(n) to check and there are O(n) bad pivots, so the re-
cursion for “paranoid” quicksort becomes T'(n) = T'(n/4) + T(3n/4) + O(n?).
Using induction, one can show that T'(n) < cn? for some constant c. Thus, it is
not worse.

In a weighted connected graph G = (V, E), each edge with the minimum weight
belongs to some minimum spanning tree of G.

Solution: [2 points] True. Consider a MST T. If it doesn’t contain the minimum
edge e, then by adding e to 7', we get a cycle. By removing a different edge than
e from the cycle, we get a spanning tree 7" whose total weight is no more than
the weight of T". Thus, 7" is a MST that contains e.

In a weighted connected graph G, if s is a starting node in Prim’s algorithm, then
for any other vertex v, the path on the resulting MST from s to v is the shortest
path.

Solution: [2 points] False. Consider graph G with vertices {s,v,w} and edge
weights e(s,v) = 3, e(s,w) = 2 and e(w, v) = 2. Path on the MST from s to v
is of cost 4, while the shortest path is 3. There are many examples possible.
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) TF If

@ TF

G TF

T(an) +T(bn), ifn > ngy
c, otherwise

T(n) = {

where a,b > 0 and @ + b < 1, and ¢ and ny are some constants, then 7'(n) is

O(n).

Solution: [2 points] True. Can be proven by simple induction.

For a given weighted connected graph G = (V, E), we would like to find the
longest simple path between any two vertices. We can solve this problem by
negating the edge weights and running Johnson’s algorithm.

Solution: [2 points] False. Negation of edge weights may create a negative
cycle.

In a weighted graph G, if k is the maximum number of edges in shortest paths
between any two vertices, then it is possible to reduce the running time of Floyd-
Warshall to O(kn?) by finishing early.

Solution: [2 points] False. Floyd-Warshall iterates over a ordered list of vertices
(v1,...,v,), and if the shortest path with length k or less between two vertices
uses node v, it will not find the shortest path until the last loop.



6.0461/18.410J Quiz 1 Solutions Name

Problem 2. Short Answers. [24 points] (6 parts)

Please answer the following questions.

(a) Give asymptotic upper and lower bounds for 7'(n) in the following recurrences. Make
your bounds as tight as possible. You can assume that 7'(n) is constant for n < 2.

T(n) = T(n'/®) + T(n*3) + logn

Solution: [4 points] Do a change of variable using m = log n. You will end up with
T(2™) = T(2™/3) + T (2*™/3) 4+ m. If we define S(m) = T(2™), we will get S(m) =
S(m/3)+S(2m/3)+m. By drawing the recursion tree, we get S(m) = O(mlogm).
Changing the variable back gives us T'(n) = ©(log nloglogn). It is also possible to
solve this by drawing the recurrence tree for log n where there are O(log logn) levels
and each level has log n work

(b) We would like to test whether A x B = C, where A, B, and C are n X n matrices.
Suppose it takes O(k) to generate a random bit. Give an algorithm for the matrix
identity test such that the error rate is less than e. What is the running time of your
algorithm?

Solution: [4 points] If A- B # C, Freivald’s Algorithm has an error rate of less than
1/2. Otherwise, it is always correct. Hence, the error rate will be less than 277 if we
run the algorithm for z times and output “equal” if the algorithm returns “equal” every
time. Setting 27 = ¢, we get ¢ = log % Each time we run, we need to generate n
random bits. Therefore, the total running time is O((nk + n?)log <.
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(¢) Prove or disprove using a counterexample: Let G be a flow network graph. If all the
capacities of G have unique integer capacities, then there is a unique maximum flow.

Solution: [4 points] This statement is false. Consider the graph given below:

On this graph, the maximum flow is 1 because of the capacity on the edge (v,1).
However, it is possible to achieve this flow either by sending one unit through the path
(s,v,t) or to send one unit along (s, u,v,t). Therefore, the flow is not unique even
though the capacities all are.
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(d) Draw the residual graph G given the graph G and the flow f below. The notation z/y
means that there is currently = flow going through an edge of capacity .

2/3
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(e) For a set A of integers in the range [0...100n], give an O(nlogn) algorithm which

®

finds whether there is a triple of three (not necessarily distinct) elements (z,y, z) in A
such that z = z + y + ¢ where ¢ € [—logn, ..., + log n]. Justify the runtime.

Solution: [4 points] This problem is similar to the problem on homework. Create a
polynomial P(z) from the set:
Plz) =gh4z% -+, 204

where a; € A. Square the polynomial, which can be done efficiently using FFT, to
obtain a new polynomial

P(z)®
= @2’ + @z’ + ... + GeoonT

Q(z)

Il

200n

Then g will be exactly the number of pairs ¢, j such that a; 4+ a; = k (note that
qr. might be zero). The first method then compares the first 100n resulting positive
coefficient values against our original set to see if these match. This can be done
by hashing the resulting values, and then iterating over the original set to test for
inclusion. The same process is used to check for the +i and — offset for all 7 €
[~ logn,...,+logn|. The second method notes that (z) can be multiplied by the
polynomial z 18" 4 gp~leen+l 4 =14+ 141+ ... + z'°" using FFT and the
powers of z that have nonzero coefficients in the result can be compared to A in time
O(n).

You would like to design an algorithm which has the following specification: Given
four polynomials A, B, C, D, each of degree at most n. If AB = CD, output PASS
with probability 1. If AB # CD, output FAIL with probability at least 1 — 1/ logn.
Your algorithm does the following once: chooses uniformly at random an integer z
from a set of integers {1, ..., m} and checks if A(z) x B(z) = C(z) x D(z). If the
answer is yes, the algorithm outputs PASS, otherwise the algorithm outputs FAIL.
How big should m be in order to satisfy the specification?

Solution: [4 points] m should be 2nlogn. If AB = CD, then the algorithm always
outputs PASS. Otherwise, AB # CD. The product of two degree < n polynomials
has degree at most 2n, so the probability that for random z, A(z) x B(z) = C(z) x
D(z) is at most 2n/m which by our choice of m is at most 1/ log n.
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Problem 3. Finding Fake Coins [10 points] (2 parts)

You are given a bag of coins, most of which have same weight. There is a possibility that some
fake coins (which have different weight) are mixed into the bag. You want to find the fake coins
or make sure that all coins in the bag are real using a scale that can compare the weight of a set of

coins to another set of coins. (There is no way to measure absolute weights of coins.)

For the following settings, give the most efficient deterministic algorithm to find the fake coin(s)

or show that there are none. Write a recurrence for your algorithm and solve the recurrence.

(@)

(b)

A bag of n coins may contain up to 1 fake coin that is heavier than real coins. Find
the fake coin if it is in the pile.

Solution: Divide the coins into 2 piles. Compare the two piles. If one pile is heavier,
recurse on that pile. If they are the same, there is no fake coin.

T(n)=T(%)+06(1) = ©(logn)

Alternative Solution: Divide the coins into 3 piles. Choose two piles and compare
them. If one pile is heavier, recurse on it. If they are even, the fake coin may be in the
remaining pile or does not exist. Recurse on the pile you didn’t compare.

T(n)=T(3) +6(1) = O(logn)

A bag of n coins may contain up to 2 heavy fake coins. Find both fake coins in the
pile if there are 2 or find one if there is 1.

Solution: [5 points] Divide the coins into 2 piles and compare them.
If the comparison is even, it means that (1) two piles each have one heavy coin or
(2) there are no fake coins. Since there is at most one heavy coin in each pile, run
algorithm from (a) on each pile to discover the fake coin in each pile. If the comparison
is uneven, it means the heavy pile has all the fake coins. Recurse on the heavy pile.
Base case, you have two piles of one coin each. If one is heavier, it is a fake. If they
are the same, you will have to test against a third coin.

o T(%)+ ©(1), if piles do not weigh the same
Thesrecumsion s Tl = { GElgo)g n), o if Eiles weigh the sgamc. )
Both cases have O(log n) run time, so T'(n) = O(log n).

Alternative Solution: Divide the coins into 3 piles and compare them all there.

If they all weigh the same, then there are no fake coins. If two piles are heavier,
combine these two piles and recurse on the combined pile. If one pile is heavier, there
is one or two fake coins in it. Recurse on this pile. In the base case, you have 3 piles
of 1 coin each. Weigh them against each other. The heavy two are the fake coins.

The recursion is T'(n) = T'(3) 4+ ©(1) = O(log n).
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Problem 4. Finding Repetitions [10 points] (2 parts)

(a) [4 points] Suppose there exists an integer that appears more than n/2 times in the

(b)

array. Give a linear-time deterministic algorithm to find such an integer.

Solution: Use the deterministic linear-time median-finding algorithm covered in lec-
ture to find the median of the array — it will be the majority element. Since, if the me-
dian wouldn’t be the majority element, then the majority element would be smaller or
larger than the median, which is impossible (e.g., there are only n/2 elements smaller
than the median).

Note that hashing is not deterministic linear-time. Answers that used hashing received
partial credit. One can imagine using an auxiliary array instead of a hash table and
indexing into the array with the integers in the given array, but the size of this auxiliary
array is unbounded.

[6 points] Let k be a given integer constant where & > 2. Now suppose there exists an
integer that appears more than n/k times (you can assume n is divisible by k). Give a
linear-time deterministic algorithm to find all such integers.

Solution: Let’s call an integer that appears more than n/k times a common element.

Select elements ay, ag, . . . ax, which are the elements with ranks 7, ZT“ oy ik_kﬂ, n,
respectively. The k selections each takes O(n) time. Then check each of the elements
ai, as, . . . a, to see whether it is a common element. Each of the k checks take O(n)

time. The overall runtime is therefore O(nk).

The correctness of the algorithm follows from the claim that any common element
must be among aq, as, ...ar. To see that, consider the sorted array. Any common
element is a contiguous block of size > n/k. Since our “probes” ay, as, . . . a; are at
distance n/k, they must strand the block of a common element.

See paragraph about hashing in the answer for part (a).

10
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Problem 5. Dynamic Quiz Takers [15 points] (3 parts)

In a fictional class, every student takes a stance in each quiz — either to work hard (W), or to
slack off (S). 50% of the hard-workers receive an A for the quiz, 40% a B, 10% a C, while for
slackers, only 10% receive an A, 20% a B, 30% a C, and 40% fail the quiz. Moreover, 20% of the
hard-working students in one quiz become slackers in the next quiz, while 30% of the slackers in
one quiz become hard-workers in the next quiz, independent of all previous quizzes. This model is
summarized by the following diagram. The class begins with 80% hard-workers and 20% slackers,
and has a series of n quizzes.

(a) [4 points] What is the proportion of students that receive (A, F') for their first two
quizzes, in order? Given a student with grade history (A, F), what stances did the stu-
dent most likely take (i.e., what is the stance history of the largest proportion, among
students with such grade history)?

Fact: Given events U, A, B, X suchthat AUB =U and AN B = ¢,

Pr(X|U) = Pr(X|A) Pr(A|U) + Pr(X|B) Pr(B|U).

Solution: 3.76%, (W, S).

Pr{(4,F)] =

Pr{(A, F) | (W, 8)] + Pr[(A, F) | (S, 5)]

Pr[W for quiz 1] x Pr[A|W] x Pr[S for quiz 2 | W in quiz 1] x Pr[F|S]
+ Pr[S for quiz 1] x Pr[A|S] x Pr[S for quiz 2 | S in quiz 1] x Pr[F|S]
0.8x0.5x02x04+0.2x0.1x0.7x0.4

0.032 4+ 0.0056 = 0.0376

The proportion of students with grade history (A, F) whose stances were (W, S),
which is 0.8 x 0.5 x 0.2 x 0.4, is larger than the proportion of students whose stances
were (S, S), which is 0.2 x 0.1 x 0.7 x 0.4. Stance histories (W, W) and (S, W) do
not generate such a grade history. This means the students who received (A, F') most
likely had the stance history (W, .S).
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(b) [8 points] Given the grade history of a student, G,, = (g1, ..., 9n), Where g; €
{A,B,C, F} fori = 1,...,n, we wish to determine the most probable stance history
of the student, H(G,) = (h4, ..., h,), where h; € {W, S} fori =1,...,n.

For example, if n = 2, given G, = (A, A), the algorithm should return H(G>) =
(W, W); given G5 = (A, F), the algorithm should return your answer in part (a).
Devise an algorithm that computes this using dynamic programming.

Solution: We memoize the proportion of the most probable stance history for each
subproblem Gy = (g1,...,9x),k = 1,...,n. Let V(Gy, hy) denote the proportion of
students in the most probable stance history with stance hy, in quiz k. Then,

V(Gr, W) = Pr[gi|W] x max{.8 X V(Gy-1,W),.3 x V(Gk-1,5)}

and
V(Gi, 8) = Prlgs|S] x max{.2 X V(Gj—1, W),.T %X V(Gr-1,5)}-

The base cases, V (g, W) and V(g;,S) where g1 € {A, B, C, F}, are given in the
previous diagram. While constructing the table, record the maximum argument on the
right-hand side of the equation above to allow for backtracking. The final solution is
determined by finding the larger of V(G,,, W) and V(G,, S), and then backtracking
to give the most probable preceding stances.

(c) [3 points] What is the runtime complexity of your algorithm, in terms of n? Compare
this with the complexity of the brute force approach (i.e., the solution that iterates
through all possible stance histories) to demonstrate the advantage of dynamic pro-
gramming.

Solution: The running time of the algorithm is O(n), which is significantly more
efficient than that of the brute-force solution, O(2").



